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FISH AND SEDIMENT PLAN

I. INTRODUCTION

Syntex Agribusiness, Inc.|("Syntax") has entered into a
i ' . . •• • . i ' "

Consent Agreement and Order with the United States !
. ; ' " . ' ' t -

Environmental Protection Agency ("EPA"). This Consent

Agreement anj Order provides, among other things, that Syntex
shall develop and submit to EPA for approval a plan ("Fish andi. . . • '
Sediment Plan") for the sampling and analysis of

' " • • ! ' • ' • • •
2,3,7,8-tetrachlorodibenzo-p-djoxin ("dioxin" or "TCDD") in

fish, and TOO in sediment in the Spring River at selected

locations downstream from Syntex1 Verona, Missouri facility

(the "Facility"). The Fish and Sediment Plan initially

provides for
sediment for

the sampling and analysis of Spring River fish and
a five (5) year period extending up to twelve (12)

miles downstream from the Facility. Such period and/or
distance may

based on the
be extended or shortened by mutual agreement orI . . • •;

results obtained. ; The Fish and Sediment Plan

Includes a discussion of the sampling locations, analytical
procedures, statistical methodology and a schedule of

implementation.
II. SAMPLES

A. Fish. Samples of fish will initially be obtained

annually for a period of five years unless shortened by mutual
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agreement of Syntex and EPA based on the results obtained. The
I ' i • ' !

.samples will t>e obtained by tlie Missouri Department of
Conservation ("HOC") within the period August 1 to August 31

and will consist of twenty bottom feeding fish taken from each
\ • . j - '

of the locations described below. The size and weight of the
fish samples will be as consistent as possible from year to

! - ' •' • j
year. The weight and length of each fish will be recorded by

" i • . • i
MDC in the sampling log ("Sampling Log"), using the format

i J

which may be found at Attachment D. Approximate sampling

locations are designated by ar "o" on the Spring River map at
• I l . ' ' • ' ' - •Attachment A. Additional information concerning these

: ' • • i
locations may be found at Attachment H. It is intended that

the samples be taken at the following sampling locations (or as

near thereto as access to the river permits): :

(1) 0.3 miles downstream from the Facility j

("Location 1");
(2) 3.0 miles downstream from the Facility

• i
("Location 2"); i

(3) 6.0 miles downstream from the Facility ;
("Location 3"); '

(4) 9.0 miles;downstream at road H near Hoberg• ' ' i. '
("Location 4");
I i '(5) 12.0 miles downstream near intersection with road V
i • • -! • .("Location 5").
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Sampling locations, in any! event, shall be the same from
year to year. j

•• • , ' i • • . • i .
"*IDC will toe responsible for obtaining fish by electroshock

• I ' ! • ' • • •and for classifying and labeling the fish samples at each
location. EPA will provide Syntex, along with the samples, a

' ' i <
brief description of the methods used to gather and store them

and such methods shall be consistent, in material respects,

from year to year. Additionally, sufficient fish shall be

from year to

the locations

gathered by MDC such that, to the extent practicable, i• •' • . i • . • i• i . •
comparable species of fish may be analyzed from each location

year. MDC will rank the twenty fish fromjeach of
i - .

according to size, and will sequentially divide

groups for each location ("Groups") so as'tothem into two

provide comparable size representation. All fish samples will

then be promptly filleted without skin by MDC (at its Fish and

Wildlife Center on 1110 College Avenue, Columbia, Maryland
65201) , using

may be found

the "standard fillet procedure", a copy of which

at Attachment E. the fillets from each of the two

Groups for each location will then be weighed, homogenized and
! • ' - '

analyzed as t*o separate samples. The remaining fish parts

from one of t^e two Groups for each location will be weighed,

homogenized and analyzed as one sample. That result will then

-be used with the result from the corresponding fillet analysis
for the Group to compute, by weighted average, a "whole fish
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body" value and will then be frozen and stored by MDC prior to
Jtheir shipment by EPA to an-appropriate analytical laboratory
designated by Syntex.:

An add!tional sample consisting of four to ten bottom
feeders will be taken for whole fish analysis at Location 1 to
allow further interpretation of! existing whole-body residue: i • ' • • -1 " .
data from the Spring River. The data from these whole fish

samples will

described in

, - t . .
not constitute part of the statistical analysis

Section V.

The completed Sampling Log; will be supplied by MDC to EPA

for transmittal to Syntex. Upon receiving notification from

EPA that the samples are ready,; Syntex will confirm the
identity of the designated laboratory and EPA will be -
responsible for delivery of the samples to such laboratory for

analysis. It

procedure for

is set forth

is currently anticipated .that these samples will

be analyzed at the University of Nebraska laboratory under the
' ' ' ; • t ' "' • •supervision of Or. Michael Gross, at Syntex' expense. 'The

sample preparation and analysis of fish fillets

In Attachment B. Splits of all samples will be
prepared and naintained by the laboratory and will be provided

I ' I . : 'by'Syntex to EPA, upon request. [ .

B. Seijiment. Within the period August 1 to Augus-t 31

of each year during the five year initial period of sampling,

sediment samples will be obtained by EPA (or its deslghee) at
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Locations 1

o

, 3 and 5. The quantity of each sediment!sample1 • ' . i
be at least 2 kg. The samples shall be stored in glass

containers with teflon or aluminum foil lid liners. ERA has
provided Syntex a brief description of the methods for sediment
collection,

be found at

split preparation and handling, a copy of which may
, , - !

Attachment F. Such methods shall be consistent, in

material respects, from year to year. The completed{Sampling
Log will be prepared by ERA or its designee for each sediment
sample. Such Sampling Log will be sent by ERA or its designee

to Syntex. Splits of all sediment samples will be prepared by

ERA or its designee and provided to Syntex. Syntex will take
• ' ! • ' . - ' 'custody of the sample splits for analysis after they have been

i - '•
collected and labeled by ERA or its designee. Analysis of suchi •
samples shai.l be performed by Syntex or its designee.;
III. ANALYT CAL PROCEDURES

A. Fish. Attachment B describes the procedure to be
used for isomer-specific analysis of TCDD in fish fillets. The

sensitivity of the analytical procedure will be reported for

each sample, It is anticipated that this sensitivity level
Mill be approximately 5-15 parts per trillion ("ppt"). A

capillary column Gas Chromatograph Mass Spectrometer ("GCMS")

Mill be used in all fish analyses. :• i . '
Sediment. The procedure for analysis of TCDD inB.

soil and sediment is attached as Attachment C. The sensitivity
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of the analytical procedure will be reported for each sample.
It is anticipated that the sensitivity level will be
approximately 10 parts per trillion ("ppt"). A capillary

column GCMS

IV. EXTENSION OF MONITORING BEYOND FIVE YEARS

governed by

will be used in all sediment analyses.

Any extensions of fish or sediment sampling will be

the provisions of[paragraph 42 of the Consent
Agreement and Order.

V. STATISTICAL ANALYSIS
' ' • - .1 • • -

A. Fish. The data tobe statistically analyzed will
• . i

consist, initially, of two independent TCDD measurements ("Data

•

Points") at each of five locations at each of five time points

one year apurt. Each Data Point will be the result of an
analysis of a homogehate of the fillets from four to iten fish.

If less than eight fish are obtained from any location, a
: . i ' • '...-'

single homogenate will be prepared and analyzed. A value of
1 I '
- ' i

one-half the detection limit ojf the assay will be assigned to

all samples which fall below the detection limit. Any analysis

having a detection limit above 15 ppt will be repeated, if

practicable.
data.

The ten

or removed from the statistical analysis of the

Data Points from Location 1 (0.3 miles downstream)

will be statistically evaluated separately from those collected

at the other downstream locations. The Jonckheere test, a
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flonparametzic test for ordered alternatives, will be: used to
test:

Ho: Tl x T2 = T3 = T4 = T5 (TCDD level unchanged over
• : . 5 years)

Ha: tl

TCDD level

versus

T2 > T3 1 TA > T5 where at least one inequality
~" T is strict.

This test is used to detect a monotonlc decrease in the

over time. In addition, a logarithmic

transformation will be applied to the data to normalize the
- ' ' • • ' ' • • - , . " - - '

distribution and stabilize the variance. The resulting values
; • ••'.•!. ' '• . i. •

will be analyzed by means of least squares linear regression

using the model

In Y(i) = In BO + (Bl x T) + e(i) \-
'' • I • '

where Y(i) is the (i)th measurement of TCDD concentration, BO

and Bl are constants, T is the year in which the measurement

was taken, and e(i) is a random error term. A one-tailed
t-test will
0.05 to test

in order to
decreasing.

be carried out at a significance level, alpha, of
ii

'i
Ho: Bl = 0

versus
Ha: Bl < 0

determine whether the slope of the fitted line is
Graphs will be drawn of the raw data versus time,

the transformed data versus time, and the residuals



; • \
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(differences between the actual! data points and those predicted

by the.linear regression) versus time. Selection of whether to

:rely upon parametric or non-parametric analyses will be based
on the method which has the highest level of significance.

The data from thb remaining four downstream (3, 6', 9 and
; I ' ' •

12 mi.) locations will be analyzed similarly. The Jonckheere

test will be

the p values

applied to data from each location separately and

will be combined using Fisher's method (Fisher, R.

A., Statistical Methods for Research Workers. Oliver and Boyd,

In

1958, pp. 99-101). Multiple linear regression will be carried
i . \ . -I \ •

out on the natural log transform of the forty data points using

the model

Y(i) = In BO + (Bl x T) + (B2 x X) + e(i)

where Yi is the (i)th TCDD measurement, BO, Bl, and B2 are

constants, T

and e(i) is a

is the year, X is the distance to the location,

random error term. A confidence interval for Bl

will be constructed, since the goal in this case is to show
i - \ • . \

whether or net the TCDD levels are increasing. The significance
- ' ' '! . ' i

level used will be alpha=0.10 in order to decrease the

probability cf a Type II error,

data, and the residuals will be

one measurement at eaehvof three locations at each of five

sampling times. The multiple linear regression technique

The raw data, the transformed.j
graphed versus time.

B. Sediment, ft he .data :ip be analyzed will consist of



. •.- -
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outlined for
logarithmic

^

c.

o o

the fish samples Will be applied to the
transform of the sediment sample values.

Statistical Methods.

Donckheere test j
(Ref. Hollander, M. and Wolfe, D., i

Nonparametric Statistical Methods. John Wiley

and Sons, 1973, pp. 120-123). [
'" I '• ' ' :'

Ho:Tl = T2 = T3 = TA = T5

Ha:Tl 1 T2 1 T3 -± TA 1 T5 where at least one
inequality is!strict. '

' 1 !
For each pair[of sampling times, i and j,
calculate ;; ! - ' • 2 2 ;

v=i
where u is the sample size in year i and v is
the sample size in year j and ;

)(a,b) = 1 if a > b
='1/2 if a = b
=!o if a < b

U(i,J) is a count of the number of times a
1 • ' • i

data point from year (i) is larger than a data
point from year (J). Since there are ten

possible pairs of sampling times, (five years
taken two at a time) there are ten values of

• • '' • • • ' • ' •'•''.-.
\ . \ .

U(i,J). Let 3 = ^. U(i,j) and compare J to

Table A.8 in Hollander and Wolfe.





f • fish and
Page 10

Sediment Plan

2. Linear regression
<Ref: Draper, N.L., and Smith, ti..!Applied

1 ' ' :Regression Analysis/John Miley and;Sons,
1966, pp. 7-20).

Using the model: .

In Y(i) = In BO + (Bl + 7) + e(i)
' • • .r - j • ' .

' j ' . ' . • ! .

calculate the estimates of the slope

n£ flny' - (It)(I Iny) ;

b(l') = ——

nZta - (It)*

and intercept1

In b(0) = In ly - b(l) x t

To test the hypothesis that the slope is /

I '

negative, calculate

t =
Ita - (It)./n
*^^^^^^^^mf^»m*^m

. !• s

where s = "y j residual sum of squareS/(n-2)

•• . . i ' :
i "' • ' iand compare tjto Student's t for alpha=0.05
i • j •

and n-2 degrees of freedom. ,
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3. Multiple linear regression ,

<Ref: Draper, N.R., *nd Smith/ H.. Applied
' '. ' fRegression Analysis. John Wiley and Sons.

. • i .- | . . ' j •
1966, pp. 65, 104-124). ;

Using the model

In Y(i) = In BO + (Bl x T) + (B2 x X) * e(i)

calculate the estimates In bO, bl, and'b2
'• • ! • ' i
using the matrix approach r !

b V (x«X)"1 X'Y

A 90% confidence interval for the coefficient

Bl is calculated as follows:

CI = bl + t(n-p-l,0.95)Tc(ll) x s
' {••-.'•• •'- ' . • •

1 i • ' . . . ' • ' •
where C(ll) is the diagonal element of the

I

matrix (X'X) jcorresponding to T, p is the

number of independent variables and s is the
square root of the residual sum of squares
divided by n-p-1 degrees of freedom.
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VI. REPORTS

•Annual

promptly to

reports containing!-the final results of the Spring
iRiver fish fillet and sediment analyses will be provided

EPA within 15 days! of their completion and
acceptance by Syntex, after verification that the proper
procedures and calculations have been performed. Such annual

report will include the relevant graphs and statistical

computations. A final report shall be supplied to the Regional
' .' • : . i . - ' ! ' . .

Administrater, Region VII, EPA at the end of the five! year
'' I • ' isampling program in accordance, with the requirements of

paragraph 41
report will
computations.

VII. SCHEDULE

of the Consent Agreement and Order. Such final
! ' ]

include the relevant graphs and statistical

A. Dr. Gross'(or such other laboratory as may! be
' ; • • ! • • ' ' • • ' • ! •selected) will be requested to complete the analyses

of fish fillet composites and sediment samples

within 45 days of receipt of the samples from EPA.

6. Annual reports of analyses will be completed within
15 days of receipt and acceptance by Syntex of all
analytical data.

C. The final five-year|report will be supplied within

30 days of receipt and acceptance by Syntex of all
analytical data.
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Description of Fish Sampling Locations

Location 1 -03^les at Junction ^f Spring River and -Farm Road"
2f if' » ™? Set '""*; of Intersection of State !* ? Highway P and •SFam toad.*-. .. ... | . . . j

location 3 - Three miles along "Farm! Road" approxiaately 3500 feet
*i)uth of Spring River Chruch. Airphoto 4

Location 3 - Six miles along "Farm Rjad" approximately two miles
south of Hoberg. Missouri. Airphoto 6. i

j • . j
Location 4 - Nine miles at junction of Spring River and State

Highway H bridge. Airphoto 9.

Location 5 - Twelve miles at junction of Spring.River and State;
Highway V. Air photo 11. i
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Attachment B

Isonrer Specific Analysis of
'. I - .

2.3,7,8-Tetrachlorodibenzodioxin (TCDD)

In Fish Fillets
" - • - ' . i ' •

. ; • I "
SAMPLE PREPARATION

Packages of ten frozen fish from each sampling point will
be placed in a freezer Immediately upon delivery. All fish
will remain in the frozen state! until the time of analysis.
The fish from each group of ten will be thawed and .filleted.

homogenates.

iThe fillets will &e cut into -smaller pieces and homogenized.
' ' \ '' ' ' ! -All fillets will be used to make up the respective ;

Two approximately equal portions of the '

homogenized samples off each group will be collected inl glass
Jars, covered with aluminium To:.1-lined lids and labeled. One

of the Jars will be frozen and preserved for any splitisamples
that EPA may request. In year-1, the fish homogenate in the

second Jar will be divided into

portions. Four of the] portions
five approximately equal

will be placed in similar
containers, labeled and frozen f;or analysis in subsequent
years. The remaining portion will be utilized for the current

analysis.
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SAMPLE EXTRACTION PROCEDURE FOR TISSUE
- : ' ! ' ' •g sample is accurately weighed and spiked

known amount (2.0-2.5 ng) of 13C12-TCDD. It is then

with a

•Saponified in 15 *1 of *thanol| and 30 nl of 40t aqueous KOH in
I ' ' • * .

a reflux apparatus until completely hydrolyzed. ;

The solution is'transferred to a 250 nl separatoity funnel

and diluted rith 20 nl of ethanol and 40 nl of water andextracted four tine with nanograde hexane. The first!

extraction is done with 25 ml i>f hexane. shaking vigorously for

one minute.

beaker, and

The lower aqueous layer is removed to a clean

the upper bexane layer decanted to a 125 nl

separator/ funnel. The aqueous layer is then extracted three

times more with 15 ml portions of hexane. each time adding the

hexane to the 125 ml separator^ funnel. The combined hexane

extracts are washed with 10 ml of water to remove excess base.

The combined hexane extracts are washed 4 times Wih 10 ml

concentractea H.SO., or until both layers are cleax. 'As
2 4 ! : • . . j

many as 8 extracts nay be necessary, depending on the;cample.1 i ' -' ' ' I
Again the heicane is washed witti 10 ml of water. The hexane

layer is decanted to a 2 ounce jar and concentrated under a
• - .- - ' ' L

stream of dry nitrogen to approximately 1 ml. ;



o
LIQUID CHROMATOGRAPHY CLEAN-UP

! I
Silica Chromataooraphv

A 5 en column is prepared

glass 4rool . - The silica
sodium sulfate and then wetted with hexane. The sample.

dissolved in one ml of hexane.

using a disposable pipet plugged

! capped with 1/4 cm anhydrous

is transferred to the column.

TCDD is eluted with 3 ml of 20% (V/V) benzene in hexane- All

the eluate is collected and concentrated to one ml. Additional
' ' - • ' ' > . •

hexane is added, and the sample was again evaporated to one ml

to reduce the proportion of benzene. '
! " I - ' !Alumina Chromatoaraphv I i .

The alumina is prepared by saturating with methylene
; . • • ' • . ' • I

chloride, removing excess solvent, then.activating at!165«C for

24 hours.

Hexane

column is prepared in the same manner as! the

silica colunn above. The column is cooled to room temperature

in a dessicator before use.

is used to wet the

sample. The alumina is eluted

CC1.. then with 4 ml of 10* CH

volatile CH.t
discarded.

column before transferring the
• •• \ '

with 6 ml of pesticide' grade

Cl, and finally with 6 ml
'

of CH Cl . The methylene chloride/hexane fraction is;
2 2

collected and concentrated under nitrogen while replacing the

Cl.. with hexane. All other fractions are
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It ST OF MATERIALS USED IN SAMPLE EXTRACTION!

Acetone. OmniSolv. MCB

Benzene. OaiiiSolv. MCB

"^ ̂ «rbon tetrachloride. OmniSolv. HCB
Ethyl alcohol. OmniSolv. MCB

Hexane. OmniSolv. MCB. non U:V

Methylene chloride. OmniSolv. MCB

Sulfutic acid, concentrated, analytical reagent. Mallinckrodt

Water, distilled in glass

Potassium hydroxide, analytical grade. Mallinckrodt i

Sodium sulfate (anhydrous), analytical grade. Fisher i
•' I • '

' i. '. l' ' " ' i

Sodium carbonate (anhydrous), analytical grade. Fisher
. • • ' ' ' I ' ' ' ' I • ' ' . ' 1Aluminum oxide, neutral, activity grade I. ffoelm Pharma

Silica gel.

Dry nitrogen

60-200 mesh, reagent grade. Baker Chemical Co.
• • \ - | • : • • - . • - . ] .
(boil-off from liquid H2>- !

All OmniSolv line solvents are distilled in glass, suitable for

chromatograpiy and residue analysis
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LIST OF MATERIALS USED IN SAMPLE EXTRACTION

Acetone. OmniSolv. MCB

Benzene. OaniSolv. MCB

Ĉarbon tetrachloride. OmniSolv. HCB

Ethyl alcohcl. OmniSolv. MCB
I

Hexane. OmniSolv. MCB. non U:V

Methylene cMoride. OmniSolv. MCB
• i

Sulfuric acid, concentrated, analytical reagent. Mallinckfodt

Hater, distilled in glass

Potassium hydroxide, analytical grade. Mallinckrodt

Sodium sulfate (anhydrous), analytical grade. Fisher

Sodium carbonate (anhydrous), analytical grade. Fisheri• - • • ' i
Aluminum oxide, neutral, activity grade I. Woelm Pharma

Silica gel.

Dry nitrogen

All OraniSolv

60-200 mesh, reagent grade. Baker Chemical Co.

(boil-off from liquid N_)

line solvents are distilled in glass, suitable for

chromatograpby and residue analysis.



3.7.B-Isomer Specific TCDD Analysis by

Capillary Column GC/HRMS

Appropriate dilutions of the samples will be made iwith

hexane at the time of analysis and the aliquots from the

resulting solutions will be used for capillary column GC/HRMS

A. Gas Chromatoaraphy/Mass Spectrometer

A Kratos MS-80 medium resolution mass spectrometer

(ultimate resolution 20.000). equipped with a 5 channel

multiple peak

spectrometer

equipped with

(0.25 mm X 30

monitoring (MPM) device will be used. The mass

is coupled to a Carlo-Erba Gas chromatograph

a SE-54jfused silica capillary column
i

m).

I
B. Gas Chromatoaraphic Conditions

Typical

velocity of

operating conditions: Helium with a linear
' •- i ' ' ' . ' • 135 cm/sec, injector 250°C. detector 27S°C. column

temperature 150°C. isothermal for 10 minutes, and then

programmed at

hexane at a temperature of 57*C

closed for 2 minutes after injection.

5°/min to 280°C. The sample is injected in

The split/sweep valves are
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o
LIST OF MATERIALS USED IN SAMPLE EXTRACTION

Acetone. OaniSolv. MCB

Benzene. OnniSolv. MCB

^Carbon tetrachloride, O«niSolv. HCB

Ethyl alcohol. OuniSolv. MCB
i

Hexane. OmniSolv. MCB. non U:V|

Methylene chloride. OmniSolv. MCB
' ' \i

Sulfuric acid, concentrated, analytical reagent. Mallinckrodt
' • " ' !Water, distilled in glass

Potassium hydroxide, analytical, grade. Mallinckrodt '
: ' . • • • • ' • • ' ! 'Sodium sulfate (anhydrous), analytical grade. Fisher i

Sodium carbonate (anhydrous), analytical grade. Fisher
- - ' i

Aluminum oxi3e. neutral, activity grade I. Hoelm Pharma
; , • i

Silica gel. 60-200 mesh, reagent grade. Baker Chemical Co.

Dry nitrogen

All OmniSolv

(boil-off from liquid N_)

line solvents are

chromatography and residue analysis

distilled in glass, suitable for



o
C. Mass Spectrometric Conditions and Multiple Ion Selection

The Bass spectrometer is operated in the El mode (70eV.
250°C) at 7500 resolving power. Peak profiles are acquired at

amplified bandwidth of 30 KHz. The ionsa/z 319.8965. a/z
,13 I

321.8936 and a/z 333.9339 ( C-2.3.7.8-TCDD) are monitored.
• • • • ' ' ' " • ' • |.

The instrument is tuned using m/z 330.9792 of PFK. and this ior
* ' - ' ' I

is used as a check mass on channel 4. The output of {the mass

spectrometer is recorded on a

(Linear Model-595).

3-pen strip chart recorder

D. Calculation of Results

Quantification is achieved using the internal standard

ratio method

containing 2

Throughout the experiment, standard samples

.3.7.8-TGDD and 13C-2.3.7.8-TCDD are analyzed.

The slopes of the calibration plots are computed as the

averages of the ratios of (I334/ng)/(I332/ng) (I is the

normalized intensity for the designated mass).

Residue levels of TCDD in actual samples are calculated by

comparing the ratios of intensities of I /I obtained

for a given nample with the slope of the calibration plot. The
detection Unit is considered to be the respective value

obtained for
base line.

an intensity of 2.5 x noise level measured at the
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The internal standard ( C-2.3.7.8-TCDD) is utilized in

the calculation of percent recoveries, and in doing so the
.334•bolute intensity (I normalized) is measured and cjompared

with the intensities (I334/ng) obtained by injecting standard
. ' ' • I ; . ) . • • • ' • ' jsolutions of the internal standard. !

Validation

Results

validated by

and m/z 321. 6936 (the two most

theoretical

which indicate the presence of TCDD will! be

comparing the signal intensities of m/z 319.8965

abundant ions of TCDD}1. The

ratio of m/z 320/322 is 0.77. Validation; of TCDD

is considered acceptable if the observed ratio of signals is

0.77 t 0.10.

The retention times of the isomers are measured from the

point of injection and normalized to the position of the signal
'. •'• 13 I ' ' ' iof the internal standard. C-2.3.7.8-TCDD. i
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STNTEX RESEARCH METHOD NO. 10.317A

DETERMINATION OF 2,3.7,8-TETRACIILORODIBEXZO-P-DIOXIN
(2.3.7,8-TCDD) [N SOIL. SEDIMENT AND SLUDGE j

BY CAPILLARY GAS CUROMATOGRAPllY LOW RESOLUTION MASS SPECTROMtTRY
SELECTED ION MONITORING (C-GC-LRKS-SIM) ;

SCOPE ATJD APPLICATION

This Method is intended for »se in the determination of 12,3,7,8-TCDD
in soil, sed iment a n d i s l u d g e . The spec i f i c i t y of the me thod for the
2,3,7.8-TCDD isooer is dependent upon the capillary.column nsedj rather than
the mass spectrometer. An isower test mixture must therefore
to determine isomer specificity for any column used.

he injected

The l inear range of the analysis depends upon three variables, the
•mount of sample extracted, the amount of internal standard added, and the
•mount of interference from background contamination in the sample matrix.
For a 200 g sample with a 10 ng internal standard spike the expected range
is fron 0.003 ppb to 2.5 ppb. For a 20 g sample with 10 ng or 100 ng of
internal standard the expected range is from 0.03 ppb to 25 ppb or 0.3 ppb
to 250 ppb respectively. For a 5 g sample with 100 ng of internal standard
the expec ted range is 1.0 ppb to 1000 ppb. In addi t ion detect ion l i m i t s
belov 0.1 ppb can be ach ieved only when the amoun t of in te r fe rence fron
background contamination!in the sample is minimal.

The method is recommended for use only by the experienced analyst, or
by technicians well briefed and under the supervision of an analyst trained
in the bLnd l in j of TCDD. ' Because of! the reported toxicity of 2.3,7,8-TCDD
precau t ions mus t be taken to prevent exposure to personnel by mate r i a l s
known or believed to contain 2,3,7,8rTCDD.

A n o m i m a l sample a l iqnote of 20 g i* used for prepara t ion and
analysis. The tret sample is weighed, combined with sodium sulfate and
dried. It is i piked wi th 10 ng or 1JOO ng of *3C12-2.3,7.8-TCDD internal
standard, depending on the analytical linear range required, then soxhlet
extracted using dichloromethane. The extract is concentrated and filtered
through activet'cd silica using 10/90 dichlororsthane/hexane. Th'e f i l t ra te
is then exchanged into hexane for chromatography cleanup with two columns
containing modified silica end basic aluaina. The final isolated cample is
brought, to a f ina l volume of 50 ul or 200 ul corresponding to the internal
s t anda rd spike
qnant i ta ted for

of 10 ng or 100 ng respectively. The samples are then
2,3,7,8-TCUD by Capillary-Gas Caromatography-Low Resolution

Mass Spcctromcty-Selectcd Ion Monitoring (C-GC-LRMS-SIJ!).
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APPARATUS AKD KATERIAL5

1.

2.

S.
4.

7.
8.
9.
10.
11.
12.

13.
14.
15.

ID. with paper tbiablec. 35 a 90 ••, and
Sozhlet Extractors - 65 n ID, wath paper

Soxhlet extractors - 40
750 al boiling flasks.
thimbles. 60 x ISO mm. and 1000 al boiling flasks.
Chroaatog'raphy eoluans - O.B ca ID. z 20 ca jud 1.5 CB ID
equipped -with coarse xla«s frits; and stopcocks.
Separatory funnels -"250 al.

x 30 CB

Sound bottom flasks - 250 •!.
-Fritted *lass filters - coarse. 60 al. 30 al.
Volumetric
Volumetric
Microliter
Disposable

flasks - 1 al. 10 al, 25 ml, 100 al.
pipettes - 1 al, 5 al:
pipettes - 50 lambda. 100 lambda. 200 lambda.
transfer pipettes - Pisteur type witb bulbs.

Glass vials - 20 ml (silanized).
Cone shaped vials - 1 al (silanized). !
Alnndua boiling stones - Soxhlet extracted living toluene, vacuum
dried at 150CC for 20 hours._ i . iRotary vacuum evaporator.
Ultrasonic water bath.

16. Capillary

Top loading electronic balance cipable of accurately weighing 20 g to
the nearest 0.01 g. ,

17.

Gas Chro'matograpb coupled to a Low Resolution M a s s
Spectrometer equipped for splitless injectioju IIP 5790A/5970A or
equivalent. Direct interface recommended. j
Recommended c a p i l l a r y column -j 25 m x 0.20 mm, fused s i l ica, 0.33 n
film cross!inked 5f> phcnyl methyl silicone, -available through HP.

NOTES: A. All glassware is init ial ly cleaned w i t h aqueous detergent
then rinsed w i t h w a t e r , aethanol, dichloronethane and

.hexane. Thereaf ter , be tween samples , g l a s s w a r e j i s r insed
with the series of solvents. , !

B. Silanized giassver-e i-s ^-rep«red by « 5-miimte treatment with
5{% dichlorodinethyJsilirnr in lol«ene at xpom temperature,
followed by a rinse with methanol. '

REAGgrrs

1.
2.
3.

4.
5.
6. *

7.
*.
9.
10.
11.

ITexane - lesticide quality distilled in glass or equivalent.
Toluene - Pesticide quality distilled in glass or equivalent.
Dichloromcthane - Pesticide quality distilled la glass or equivalent.
NOTE: The dichloroaethane and toluene may need to be redistilled in
the laboratory using a glass distillation column.
Methanol - A.R.
Acetone - A.R.
Water - Dcionized. purified through activated carbon, and one liter
batches extracted tbrce tiacs with 400 ml bexane prior to use.
II^SOj - concentrated A.R.
MaOn -A.R. ;

AgN03 - AiR.
a-Tetradecane -Applied Science Supplier, or equivalent.
Na2S04 4 anhydrous , jTat in lar . S o x h l e t e x t r a c t e d a s i n g
d i c h l o r o n c t h a n e / h e x a n e 40/60 ( v /v) , vacuum dried at 150eC for 20
hours. !



•EAGEKTS (Con

12.

ot.)

13.

r'-i -"

-14.

15.

Alvmini -£. Jferck Basic <70/230 Mesh) or «quivaleat. Sozhlet
«ztracted using diehlorometbane/bexBne 40/60 Xv/v). rinsed with
toluene! followed by bezant, vacuum dried and activated at 150*C for
20 hours. I
The activated alnaina should be protected from moisture in storage.
Silica j-Silica Cel CO 70/230 mesh. E. Merck or equivalent. Sozhlet
extracted using jSichloromethane/hezane 40/60 (v/v). rinsed with

vacuum dried and activated at ISO'C for 20 hours.
H2S04 modi f ied Sil ica. 100 g - 24 ml of concentrated B2S04 is

combined with 56.0 g of activated silica gel. The aizture is shaken
in a closed container until it is homogeneous and free-flowing.
33% Aqueous 1 M NaOO m o d i f i e d Si l ica , 100 g - 100 ml of; 1 M NaOH is
eztracted three times with 50 ml bezane. 32 ml of the extracted 1 M

combined with 67.0 g of activated silica gel. The mixture is
in a closed container until it is homogeneous and free-

16.

NaOn is
shaken
flowing.
10% AgN03 modified sil ica. 100 g - 10.0 g of AgN03 is dissolved in 25
ml of water. The.aqueous AgNO, is extracted three times with 30 ml
bexane
mixture

then combined w i t h 90.0 g of ac t i va ted s i l ica gel. The
is shaken 'in a closed)container until it is homogeneous and

free-fIcwing. After al lowing'the mixture to stand for 2 hours it is

17.

vacuum dried and a c t i v a t e d at 150°C for 20 hours. Tbt 10% AgNOj
modif ied si l ica should be protected from light. '
2,3.7.8-jTCDD Stock Standard Solutions j
A. 50 jig/ml solution in isooctane which can be purchased from

commerc ia l , sources (Cambridge Isotope Laboratories'. Inc.), 141
Magazine St.. Cambridge MSI 02139. ;

B. 5.0 ug /ml - Prepared by a
A into toluene.

C. 500 ng/ml - Prepared by a

D.

E.

1.0 ml to 10.0 ml di lution of solution

1.0 ml to 10.0 ml dilution of solution
B into toluene! i
50 ng/ml - Prepared by a 1.0 ml to 10.0 ml dilution of solution C
into toluene.
5.0 ng /ml - Prepared by a 1.0 ml to 10.0
D into tolcenej

il dilution of solution

Note: The 500

solution

ng/ml standard oust be ver i f i ed by ana lys i s ' against a
c e r t i f i e d 2.3.7,8-TCDD standard. A c e r t i f i e d 2.3,7.8-TCDD check

is available from EPA {(Environmental Monitoring Systems Labs

18.

- Las Vej;«s) at a concentration of 7.87 pg/ml in isooctane.
* - - ' t " ' ' . ' '

13C,2-2.3.7.8-TCDD Stock fciking Solutions
A. 50 |ig/ml solution in isooctane which can be purchased from

commercial sources (Caobridge Isotope Laboratories). •
' B. 1.0 u g / i i l - Prepared by a li.0 ml to 50.0 ml d i lu t ion of solution

A intjo 10/90 toluene/aceton|e.
C. 100 ng/.al - Prepared by a 1.0 ml to 10.0 ml dilution of solution

B into 10/90 toluene/acetone.
1 ' • ' :

Note: The 1.0 u j t / m l solution must be demonstrated to contain a re la t ive
abundence for ions 320 and 522 less than 1% of ions 932 and 334
respectively.



REAGENTS (Con't.)

J.9. JColnmn Performance Solution
tolnene -volotioni containing

o
approximately 100 ng/ml each «f seven

TCDD isomers (2378. 1478. 1234. 1237. 1238. 1278. and 1267) and
13C12-2.3.7.8-TCDD.j i

. ' • ' / ' : . . ' i
The seven isomer'vixtnre is available from EPA (Environmental
Monitoring Systems Labs - Las Vegas). .

SAMPLE PnEPAPvATION

Extraction of Soil. Sediment or Sludge

Prior to each extraction, thinbles are placed into their! extractors
•nd fresh dichiloromethane is refluxed through the system at a recycle rate
of 20 ml per minute for 2 hour. The thimbles are removed and vacuum dried,
and the extractors arc rinsed with hexane. !

A representative 20 g portion of sample is weighed, mixed with 30 g
sodium s n l f a t e in a beaker and a l l o w e d to air dry in a f u n e hood. The
sample is periodically remixed during the first one or two hours of drying
to prevent the f o r m a t i o n of c lumps. Drying is then con t inued ;overn igh t .
The d r i e d s a m p l e is b roken up and r e m i x e d then t r a n s f e r r e d to a
p r c e x t r a c t c d paper thim'ble. The s a m p l e is spiked w i t h 100 ng of C12~
2.3,7,8-TCDD (100 ul of the 1.0 ug/ml spiking solution) and covered wi th a
layer of sodium sulfate. i It is placed into the extractor and extracted at
a re f lux ra te of 20 m l / m i n . for 6 hours using 130 ml of d ich ldromethane .
One drop of n-Tetradecane is added to the extract and t h e j sample is
evaporated to dryness using a rotary vacuum evaporator. j

T h e s a u p i e e x t r a c t i s r e d i s s o l v e d i n 5 0 m l j o f 10/90
dichloromethanc/hexanc and f i l tered through 4 g of act ivated silica in a 30
nl scintered glass Buchner funnel. The flask is then rinsed twice with 15
nl of 10/90 dichlorome.t 'hane/hexane through the f i l ter . One 1 drop of n-
tetradecane is
redissolved in
not soluble in
10/90 dichloromethane/hexane.

added and;the sample is evaporated to dryness. jit is then
5 ml of hexane for column chromatography. If the residue is
5 ml of hexane the filtration procedure is repeated using

• .

Note: The sample sixe and quantity of Cj2~"2.3,7.8-TCDD spike are adjusted
to fit the expected range of the analysis. .1 .

Column Chromatocraphy Clean-up

Two columns are prepared. Column A (1.5 x 30 cm) contains from
bottom to topi, 1.5 g actived 10% silver nitrate on s i l ica gel, 1.0 g
aet ived s i l i ca gel, 2.0 g 33% 111 sodium hydroxide on s i l i ca gel. 1.0 g
activated s i l ica gel , 5.0 g 44% concentrated snlfnric acid OB silica gel,
2.0 g activatejd silica gel. and 3.0 g sodium solfate. Column B (0.8 x 20
cm) contains from bottom to top 3.0 g of activated basic alumina, and 2.0 g
sodium sulfate. i

•• ; I - ' •- • 1 '
Both columns are wet ted wi th hexane and Column A is positioned above

column B such that all e f f luent from Column A passes through Col'unn B. The
sample in 5 ml hexane is applied and the f l ask r insed t w i c e w i t h 5 ml
hexane onto C c l u n n A. The bexane is a l lowed to e l u t e to t h o j t o p of the



•odium culfate
hezane and is

0 o
between rinses. Co loan A .fs then elated w i t h 50 •! of

discarded. The herarie is e lated to the top of the sodium
snlfate in Column B and Column B is elnted with 10 al of 15/85 jdichloro-
•ethane/hezane 'followed -with 15 •! of 30/70 dichloroaethane/hezane. The
later 15 •! fraction is collected in a silanized vial containing -5 ul of n-
tetradecane and
The sample is
quantitatively
final volume of

is evaporated to dry ness nsing a filtered nitrogen stream,
redissolyed in a minimum of toluene and t'ransfered

to a 1 ml si lyl ized cone shaped vial then evaporated to a
about 200.pl for quantitation by C-CC-LRWS-SIM. i

I
I Note: The proper amount of 15% (v/v) dichloromethane in hezane and 30%
(v/v) dichloromethane in hezane is highly dependent upon the act iv i ty of
the alumina. Experience has shown that for each batch of a lumina, the
volumes of 15% and 30% (v/v) dichloromethane in hezane should be re-
determined. A test column chrooatography run is performed using an aliquot
2,3.7.8-TCDD standard in hezane. By collecting 4.0 ml fractions of the 15%
solution the analyst must first determine what volume of 15% solution can
be eluted before any 2.3.7.8-TCDD can) be detected in the fraction's by C-EC-
GC. Then by eluting with the 30% solution the analyst must determine what
volume of 30% solution must be eluted to recover at least 95% of the added
2,3.7.8-TCDD.

QPAKTITATION BY C-CG-LRMS+SIH

C-GC-MS-SIM-Analysis Conditions

Analyses are performed using an HP 5790A Capillary Gas Chromatograph
coupled to an HP 5970A Low Resolut ion M a s s Spec t rometer using a d i rec t
interface.

Ions m/z 321.9, 319.9 result ing from nat ive 2.3.7,8-TCDD and m/z
334.0. 332.0 resulting from the 13

monitored nndez the following conditions:
C12C-2.3.7.8-TCDD internal standard are

Column:

Carrier:
Injector:
Inj. Vol.:
Col. Temp.:

25 m z 0.20 mm. 0.33 |i f i lm crossl infced 5% phen'yl methyl
silicone, fused silica capillary column. HP supplier.
He. 20 ps i ihead pressure I
250°C. splitless 0.60 min. delay1 . 6 u i ; - • • . - . - • . . • • • . - i
;130eC initially for 2 iDinutes . - j
Programed 20eC/min. to 220«C |
Programed 8cC/min. to 280°C
Programed 20°C/min. toj300eC :
Bold at 300CC for 7 ainutes , i

Mass Detector: Standard autotnne conditions. 0.2 AMU window
Dwell Times £0 msec each ion.

2.3.7.8-TCDD
Retention
Time: 12.2 minutes



C

Four vials
nto «ach

o o
Calibration

A. Verification of 2,3.7.8-TCDD Stock Standard Solutions:

A 1.0 al to 10.0 nl dilution of the 1.87 |ig/al 2.3.7.8-TCDD check
solution ii Bade into' toluene. This results in • 787 nf/nl aolntion.

•re then prepared in silaaixed 1 ml cone shaped vials,
vial 5 |il of n-tetradecane and 100 |tl of the A.O jig/al

i—2,3,7,8-TCDD spiklnj solution are added. Into two trials
of the 500 ,ng/al 2.3.7.8-TCDD stock standard solution is add'ed. Into
the regaining two vials 100 ul of the 787 ag/al 2,3.7.8-TCDD check
solution is added. Each vial is evaporated to dryness nsing filtered
nitrogen tlen redissplved with 100 ul of toluene. All fonr samples
are analyzed nsing the above conditions and results are calculated as
follows:

Css -

C = Cone en

w 1 .

- - 1

, . ,' . .

i
(Assl /AssislV4 (Ass2 /Assis2) !

"chk /i* /ilAchkl/Achki
.- ' 1

1* * (Achk2/Achkis2)

tration of -2, 3, 7, 8-TCDD in stock standard solution (ng/ml).
Cchk = Concentration of 2.3.7.8-TCDD in check solution (ng/al).
A,,, = SIM response for 2,3.1, 8-TCDD in stock standard vial 1 B/Z (322 +

- 320).. - . - ,
A . , -. SIM response for 13C12-2.3,7.8-TCDD in stock standard vial 1

B/Z (J34 + 332). fi
A 2 <= SIM response for 2.3.7.8-TCDD in stock standard vial 2 a/z (322 +

320).
Assis2 "' S1K re

(334 +
Achtl = SIM re

320).
Achkisl = SIM re

(334 +
Ach t2s SIM re

320).
Achkis2 = ?IM «

(334 +

The five sti
concentratii

B. Preparation

Twenty cali
analyses.

• silanizcd 1
ng of 13C12
spiking sol
13p _^ •* iC12 2.3.7.
solution .
as listed i

i
sponse for 13C12-2.3.7.8-TCDD in stock standard vial 2 a/z

332). 'i " !
sponse for 2, 3. 7, 8-TCDD in check solution vial 1 a'/z (322 +

1

sponse for 13C12-2.3.7. 8-TCDD in check solution vial 1 B/Zi • •332). ; >
sponse for 2.3.7.8-TCDD in check solution vial 2 a/z (322 +

- • - » : ' . . - .
sponse for; C12-2.3.7.8-TCDD in check solution vial 2 B/Z

332). '

>ck standard concentrations are adjusted nsing the verified
in determined above.

' ' ' • ' . - . ' *

of Calibration Standards

bration standards are prepared to cover the entire range of
A 5 ul al iquot of n- te t radecane is added to eich of 20
ml cone shaped vials. Ten of the vials are spiked with 10

-2.3.7.8-TCDU by the a d d i t i o n of 100 ul of the 100 ng/a l
ulion. The remaining
8-TCDD by {the addit ioi

Various quan t i t i e s
a the following table.

• • • • ' . ' 6. '

ten vials are spiked w i t h 100 ng of
i of 100 ul of the 1.0 ps /oil spiking
of na t ive 2. 3, 7, 8-TCDD are then added

•1

- . - 1
. t



13
Std. Am

™.l
10.2
10.3
10.4
10.5

.10.6
wlM>.7 '. ••': '"
10.8
10.9
10.10

100.1
100.2
100.3
100.4
100.5
100.6
100.7
100.8
100.9
100.10

Each vial

(
ount (ne)

10
,10
10
10
10
10
10
10
10
10

100
100
100
100
100
100
100
100
100
100

is mixed I

TCDD 2
Amount

1.0
2.0
5.0
10.0
20.0
sb.o
100.0
200.0
500.0
5.0
10.0
20.0
50.0
100.0

-

200.0
500.0
1000
2000
5000

Stock Standard TCDDjSoln. 2
Vol. (ul) Cone, f n g / m l )

100
200
400
100
200
400
100
200
400
100
100
200
400
100
200
400
100
200
400
100

r •
slo
slo
slo

solo
solo
solo
soolo
soolo
soolo
5000
solo
solo
solo
soolo
soolo
soolo
5000
5000
5000

50.000

sonication and is evaporated to dryness using
f i l tered nitrogen. The samples must be dried to remove ace'tone. The
ser ies 10 s a m p l e s are r ed i s so lvcd in 50 ul of toluene and the 100
series samples in 200 ul toluene, ;i
It is essential that [the same 13Cj2-TCDD spiking solutions are used in
the preparation of calibration standards and the spiking of samples.

. ' • i .
The v e r i f i e d concentra t ion
solutions must
in each vial.

of the stock standard 2.3,7.8-TCDD
be used to calculite the amount of native TCDD actually

C. Instrument Calibration

A m i n i m u m of four ca l ibra t ion s tandards in the expected range of
Standards con ta in ing 10|ng of the

only for the analysis o'f samples
-TCDD and similarly standards con-

fer the
analys is of samples spiked with.100 ng of "CJ2-2.3.7.8-TCDD. In-
j ec t ions of 1.6 |il are pe r fo rmed and peak area response's or peak
h e i g h t s are t a b u l a t e d for ions 334. 332, 322. and 320. The ra t io of
SIM response m/t (322 + 320)/(334 + 3 3 2 ) is ca l cu la t ed for each

ana lys i s are a n a l y z e d each day. S
13C12-2.3,7,8-TCDD spike are used <
spiked wit jh 10 ng of ^C12-2.3.7.8-l

C12-2.3i7,8-TCDD spike are used only
ked with.100 ng of • C12-2.3.7.8-TCD

taining 100 ng of the

standard and a calibration curve is determined by linear regression.



For Z - Itatio of SIM response a/z (322 •«• 320)7(334 «• 332)
Y « a* of Native 2.3.7,8-TGDD
a • Number of data points

«• MX)

•here

Correlation Coefficient

Standard Error of Estimate

se"/ [*!-•(• fb (x£:
B-2

% Relative Difference

% Rel. Diff.(Y)
-Cii +

ri+ a + b (X£)
X 100

The correl ition coefficient is determined for each calibration. To
ensure the
be £ rea t ez

- b e t w e e n Y
The % rel.

•traigbtness of the line the correlation coefficient oust
than 0.990. In add i t i on the percent re la t ive d i f f e r e n c e
( regress ion) and Y ( a c t u a l ) is c a l cu l a t ed for each point.
dif f . (Y) oust lie wi th in ±lt% for each point !to ensure

precision over the working range of analysis. If these conditions are
not aet a recalibration anst be performed by additional injections and
if necessary using fresh calibration standards. . A sample calibration
curve is i l lustrated in Figure I; Figure II is an enlargement of the
same curve at the low end of analysis.



BATA F.EPOEtTNC

Bcsults are reported in units of <ng /g )o i r parts per bil l ion <ppb).
Three s ignif icant figures are reported for values above 10.0 ppb and two
aignificant figures fr values below 10 ppb.

Bust include the following:
In addition the data

1.
2.
'*..
4.

5.
6.
7.
8.
9.

10.

12.
13.

14.

Sample log number and identification amber.
The weight of the original wet sample aliquot.

package

calculated value for aative -2.3.7.8-TCDD.
"If «o 1.3.7,8pTCDD was detected. KD is reported with the calculated
detection linit in parentheses.
Analytical date. •
The response ratios of 320/322 and 332/334.
The results of method blanks.
The results of duplicate analyses.
The percent recovery of native TCDD froa samples spiked near detection
limits.
Daily calibration report.
The mass chromatograms for all samples and standards including Ithe raw
peak response data for ions 320. 322, 332, and 334. [
The mass chromatograms for the determination of isomer specificity.
The mass chromatograms for q u a l i t a t i v e verifications of identity
including data for ions 194. 196, 257. 259, 320, 322 and 324. {
Documentation on the source of the native and labeled 2,3,7;8-TCDD.
standards used.

Approved

Date: /-<?,

g/10317arm.0!2

Da'te:

14
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NO.

1
1
3
4
5
6
7
8

e
A
O
I-
D

A
C

T «
Y =

LINEAR BCCRESSION

R a t i o of SIM Response »/i (322*320>/(334r332)
ng N a t i v e TCDD

.C629

.1158

.2603

.5302
1.0484
2 .4001
5 .0731
10.287

.728
1 .456
3.64
7.28
14.5*
36 .4
72 .8
145. t

14.2059 < X > + -.2

Y(Reg)

-17639
1 .42788
3.48064
7.3K83
14 .9605
36.8334
71.851
145 .919

R.I D l f f (Y

7.3
1.94982
4.4

-.477275
-2 .7
-1 . 1
1 .3

4977

758?

1316
8351
121I

-.2119128

17164

STANDARD ERRO!* OF ESTIMATE =. 4 7 97 2 6
COEFFICIENT OF DETrSMINATION = .997924
CORRELATION COEFFICIENT ^ .999962

Katio of SIH K«:sron=
FJOURE I
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Ana1vsIs

A. Samples »re analyzed vsing

o
the conditions above. The SIM area

—-response for ions 334, 932, §22, *nd 320 are tabulated and the ratio
cf SIH response «/z (322 «• 320)/(334 + 332) ia calculated. Eesnltn
are determined aa follows:

t Vhere s- Katio of SIM response B/Z (322 -f 320)/(334 + 332) for th<
kample. " . • ' i

- Weight of sample (wet) (g) |

Sesnlt (ppb) = a b (Xg)

a and b are determined by regression analysis of tbe calibration standards

B. In cases where no native 2,3.7,8-TCDD is detected, the actual
detection limit is calculated Ibased on a signal to noise ratio of 2.5
to 1 for both ions 320 and 322l The detection limit is calculated by
comparison of peak heights using calibration standard 10.2} for samples
spiked with 10 ng "C12-2,3.7, 8-TCDD and calibration standard 100.2
for samples spiked with 100 ng of 13̂ 2-2,3.7,8-TCDD. The noise level'
is measured for ions 320 and 322 in the sample. The peak heights for
ions 332 and 334 are also measured in the sample. The j eak heights

322, 332, and 334 are then measured in the 'calibrationfor 320.
standard. The limit is then calculated as follows:

Det. Limit
« 2.5 H HRCS

Where

DCS HRS

cs

Hcs
*RCS

Amount of native TCDD in calibration std. (ng)
= Weight of sample (wet) (g)
" (Height of sample noise J320 •*• 322) X plotter scale
V (Height of calib. std. 320 * 322) Z plotter acale
* (Height of sample 332 + 334) X plotter scale
- (Height of calib. std. 332 +334) X plotter scale

Note: Ions 320 and 322 are plotted on sane scale.
Ions 332 and 334 are plotted on sane acale.

If an interfering signal is present at 320 or 322 the ion not
intefered with is used to calculate a detection limit (using responses
320 and 332 £j 322 and 534). If both ions are subject to
interferences which are more than 2.5 t i m e s the noise level, the
detection limit is calculated using the summed interference levels of
both 320 and 322. without multiplication by 2.5. j

11



•OPALTTY CONTROL

6.

o
1. Alabontory 'aethod blank' anst be ran with each set of 24 or fewer

• ••pies. The aethod blank is prepared as a sample -without the
introduction of soil, sediment or sludge. It is spikjed prior to
extraction with the 10 ng spiking soletion.

2. Performance evaluation samples, available through the EPA. Bust be
analyzed periodical ly. If the performance cri teria are sot met

•appropriate corrective action aust be taken and demonstrated before
•ample analysis is continued.

3. A minimum of one per set of 20 or less samples is analyzed in
duplicate.

4. A m i n i m u m of one blank sample per set mut t be spiked wi th native
2,3,7,8-TCDD at a level near the detection limit required for that set
of samples.

5. For each

addition

sample the internal standard Bust be present with a minimum
signal to noise ratio of 10 to 1 for both ions 334 and 332.

the ion ratio of 332/334 must be within 0.67 to 0.87.
In
If

these conditions are not met further sample clean-up and possibly
reeztraction of a fresh sample are required. .

Qualitative identification of 2,3,7,8-TCDD is performed using the
following guidelines. I
A. Isbmer specificity is determined at least once with each set of

20 or less samples. The determination consists of injecting a
mixture of 13C.2-2.3.7.8-TCDD and seven TCDD isomers (2378, 1478,
1234, 1237, 1238. 1278, 1267) using the analytical conditions.
The degree of isomer specificity is determined by calculating the
% valley relative to the 2J3.7.8-TCDD peak height. An example of
this

B.

determination is illustrated in Figure III.

Ions
0.03

The ra t io of ions 320/322 mus t be v i th in 0.67 to 0.87. If this
condi t ion is not met t h e n the sample must be subjected to
add i t i ona l clean-up.

320, 322. 332, and 334 mus t all m a x i m i z e togethey w i t h i n
min. of one another,' and ions 320 and 322 oust both be

present at a level greater than 2.5 z the noise level.

At lent one posit ive sample per set of 20 or less Bust be
analyzed monitoring ions 19.4, 196. 257, 259. 320, 322, 324 where
the following expected ion ratio .are verified:

320/322
320/324
257/259 -

0.67 to 0.87
li.42 to 1.74
.93 to 1.23

194/196 - 1.39 to 1.69

12



MASSES
JliELL TIMES Cncec)
MX PEHK HEIGHTS

FILE SIM 7 TOTft

SIM 1011 Kr.COiJSlRUCT iRtw. 1/21/83)

334.Op 332.00
tO.00 50.00

6.40 5.51

L RUN TIME -15.91

DrtTft IS NOT SMOOTHED

Plot from Ret Tine I
to Rot Time

321.90 :<111.30
60.00 60.00
5.04 4.48

SAMPLE SIZE -

.00 of Dis« 07
2.99

1.60

Pata f lcguiron on 1/05/1983 12:57 PM
L I____ H ' i o t SutTiharv _________L
I Trace I T.^n MASS I I F u l l Sc.ile

Traces:
1

1 1 3,34.00 arm
2 1 3 2 1 . 90 amu

STOPPED ftT RETENTION TIME 12.99

6.35
5.41

959r̂ ?fe*liil̂ r̂

K-:- x̂.oo?0 =

FIGURE III

7 Isomer Mixture Plus 13C12-2,3.7,8-TCDD
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UNITED STATES ENVIRONMENTAL PROTECTION AGENCY

DATE December 23, 1983

u
I

SUBJECT Fish and Sediment Sampling on the Spring River

Daniel J. Harris
environmental Engineer, EP&R/ENSV

R̂obert L. *torby
Chief, tMBR/ARHM

of the six stations specified in the

THRU: William J. Keffer
Chief, EP&R/ENSV

John C. Wickl
Director, ENSV

David A. Wagoner
Director, ARVM

In response to your request, two
Syntex draft protocol for the Spring River were sampled on December 15,
1983.

Those individuals in attendance for this effort included the followina:: . . • • - . • . - |
Ron Crunkleton, Missouri Department of Conservation
James Civielli, Missouri Department of Conservation
Howard kerns, Missouri Department of Conservation
Glen Da vis, Syntex Representative '
Bob Wiggins, FIT . . . '•
Dan Harris, EPA/EP&R

Information on the two stations and the samples collected is as follows

LOCATION; 12 miles downstream from Syntex

SAMPLES: Pish and Sediment
(Fish)

TIME OF COLLECTION: 1215 to 1330 hours

. COLLECTED BY: Crunkleton, Civielli, Rerns

DESCRIPTION OF FISH: Species,

IP*. f~m 11204 (*•». J-7»)

Hog Suckers



o o
•fc^Ki

No

1
2
3
4
5
6
7
6
9

10

Length, Indies

11.5
11.3
12.2
12.6
11.6
15.5
14.9
13.2
13.2
11.2.

Weight, Kilograms

0.28
0.32
0.42
^.42
0,30
0.86
0.58
0.42
0.42
0.30

1 •
ASSIGNED COMPOSITE LABORATORY WMBER

(Sediment)

TIME OF COLLECTION: 1245 hours

COLLECTED BY: Wiggins, Davis

DEPTH OF COLLECTION: 0 to 6 inches

METHOD: Using spoons and pole with attached cup sediment was transferred
to a stainelss-steel pan where it was blended'and mixed prior
to transfer to separate laboratory containers]

ASSIGNED SAMPLE NUMBER: AAC400

SIZE OF SAMPLE CONTAINER: 1-quart glass jar

LOCATION: 0.3 miles downstream from Syntex

SAMPLES: Fish and Sediment

(Fish)

TIME OP COLLECTION: 1600 tc 1615 hours

ODLLECnEDBY- Crunkleton, Civielli, Kerns

DESCRIJTION OF FISH: Species - White Suckers



4KMBER OF FISH, LENGTH AND WEIGHT

No.
•Ŵ H

1

2
3
4
5
6
7
8
9
10

Length, Inches

11.0
12.8
11.7
11.6
12.9
13.2
13.9
15.2
13.9
15.5

height. Kilograms

0.24
0.40
€.30
0.30
0.32
0.40
0.48
0.60
0.48
0.68

ASSIGNED COMPOSITE LABORATORY NUMBER: AAC403

(Sediment)

TIME OF COLLECTION: 1615 hours

COLLECTED BY: Harris, Wiggins1 !
DEPTH .OF COLLECTION: 0 to 6 inches

METHOD: Using pole with attached cup sediment was transferred to a
stainless-steel pan where it was blended and mixed prior to
transfer to separate laboratory containers.

ASSIGNED SAMPLE NUMBER: AAC402

SIZE OF SAMPLE CONTAINER: 1-cuart glass jar

Splits of the two sediment samples were turned over to Glen Davis (Syntex)
in the field at about 1700 hours December 15, 1983. !

The two sets of fish samples were
Laboratory.

returned in their entirety to the Regional

As per conversation with Ron Crunkleton, fish sample AAC401 (12 mile
station) will be analyzed for TCDD by compositing the fillets of each of
the ten fisti with skin off.

Fish sample AAC403 (0.3 mile station) will be analyzed in two ways. The
fillets of all the fish with skin -off will be combined to make up one
sample. For the other sample, the remainder of the fish including the

I - - • - - — I . - - - : ^ ^•kin will be
to Syntex.

combined. Splist of the three hcrogenates will be provided



G- O

Ron Crunkelton took scale samples of the fish for examination in the
laboratory! to determine the respective ages of the fish. He should be
j>roviding you with this information shortly.

i shall leave it up to you to provide Syntex a copy of this
«ur field effort.

Scott Hi tchey
Charlie Hensley, LRBO/ENSV
Bob KLeopfer, IABO/ENSV

nenorandum on
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THE FOLLOWING PROCEDURE IS
USED TO PRODUCE THE STANDARD
FILLET-; <

I

«. MAKE A SHALLOW CUT THROUGH
THE SKIN JON EITHER SIDE OF
THE DORSAL FINI FROM BASE OF

~1HE MEAD TO TMC TAM_

2. MAKE A CUT BEHIND THE ENTIRE
LENGTH OF JTHE GILL COVER |
CUTTING THROUGH SKIN AND
FLESH TO THE BONE.

I
X MAKE A CUT ALONG THE BEL1.V

FROM THE BASE OF THE PEC- '
1ORAL FIN 1O THE TAIL AS
SHOWN. !

4. HEMOVE THE FILLET AND RE
MOVE THE MAJOR BONES.

* ^
1

Figur* 3-12
r

I

'FISH FILLET PROCEDURE

3-20
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UNITED STATES ENVIRONMENTAL PROTECTION AGENCY

Uecember 23, 1983

'Sampling Of the Spring

fr"°" Daniel J. Harris

River under the Syntex Consent Agreement

dvironmental Engineer, EP&R/ENSV

Scott Ritchey, ATOM

THRU: William J. Kef fe
Chief , EP&

John C. Wickl
Director,

David A. Wagoner
Director, ARVW

From the December 8, 1983, meeting with Syntex, it is my understanding
that Syntex is more or less content to have us specify the methods for
sediment collection and handling, since we will be physically doing the
collection in conjunction with Crunkleton's collection of the fish.

Based upon that understanding, I am providing the following specific
details to clarify those points raised by you at the meeting:

1 . | . i

1. EPA and Syntex samples will be placed in 16-ounce glass! jars with
Teflon lid liners. The jars shall be overpacked in X-gallon paint cans
with appropriate tags and labels'. All packaging will be provided by
ENSV.- . ' . ; : • , • • - . . - - .
2. Under method of collection, I would only specify that sediment will
be collected manually from a nominal 0 to 6-inch depth and that collection
of samples will, to the extent possible, be similar at eachjof the six
stations throughout the period of monitoring. Sediment will be collected
across the channel.

3. ENSV will prepare a report following each yearly collection effort.
This report will include laboratory sample numbers, date and time of
collection] method of collection and parties in attendance. ' In addition,
Syntex will be notified in advance of the date or dates of collection and
will be invited to send a representative to observe, take notes, photographs,
etc. - - : -- - • • j • - ' ' ' ! ' " • •
4. The sanple splits for Syntex will be hand delivered to any Syntex
representative specified by Ray Iorrester and ENSV shall request a receipt.

5. In preparing the sample spilts, the aliquots from the stream bed will
be initially transferred to clean stainless-steel pans where the material
will be thoroughly mixed and blended prior to dividing between the two
laboratory sample containers.

EPA F«« 11204 (••>. 3-7»)
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« FITTING A STRAIGHT I.INP. 11V LEAST SQUARI-S

From ilic reprrvkiort line of weight on height we could liml an avcracc
observed weight of individual!. of the given lieiglit and use this as an
estimate of the weight thul we did not record. ~

(A pair of random variables such us (height, weight) follows some sort
of bivariatc probability distribution. When we are concerned with .the
dependence of a random variable Y on n quantity X which is variable
but not a random variable, an equation that relates X to Jf is usually called

~a~rp^rr5.t/ofrp^nft//o»rAlthough~tlic~name isTslrictly spcaKingTincorrccl, i
is well established and conventional.] .

We can sec that whether a relationship is exactly linear or linear only
insofar as mean values are concerned, knowledge or the relationship will
be useful. (The relationship might, of course, be more complicated than
linear but we shall consider this later.)

A linear relationship may be a valuable one even when we know that a
linear relationship cannot be true. Consider the response relationship
shown in Figure 1 .2. U is obviously not linear over the range 0 ^ X <£ 100.
However, if we were interested primarily in the range 0^ X <> 45, a
straight-line relationship evaluated from observations in this range might

ln~iliis~rangt;

: i s l%». RK.KI.SMOS llftlNC'i K STRAIGHT LINE

The relationship thus fitted would, of course, not apply to values of X
outside this restricted range and could not be used for predictive purposes
outside this range.

(Similar remarks din be made when more than one independent variable
is involved. Support we wish to examine the way in which a response Y
depends on variables Jf|, JIT,, . . . » Af». We determine a regression equation
from data which "cover" certain areas of the "Af-space." Suppose the point
X, — (AT,* Aft* . . . , A"M) lies outside the regions covered by the original
data. While we cart mathematically obtain a predicted value ?(X0) for the
response at the point X* we must realize that reliance on such a prediction
is extremely dangerous and becomes more dangerous the further X, lits

10 20 30 40 50 60 70

Figure 1.2

Figure 1.3

from the original regions, unless some additional knowledge it available
that the regression equation is valid in a wider-region -ofthe Af-spacerNote-
that it is sometimes difficult to realize at first'that a suggested point !ies
outside a region in a multi-dimensional space. To take a simple example
consider the region defined by the ellipse in Figure 1.3. We see that there
are points in the region for which I <; Xt £ 9 and for which 2.4 £ X, £
6.3. Although both coordinates of P lie within these ranges, P itself lies
outside the region. When more dimensions are involved misunderstandings
of this sort easily arise.)

1.2. Linear Regression: Fitting * Srrtight Line :

•We have mentioned that in many situations a straight-line relationship
can be valuable in summarizing the observed dependence of one variable
on andlhcrTWr now shliw~hl>w~thTeqlu¥tioifdT suchTa straightline carTbT
obtained by the method of least squares when data are available. Consider,
in the printout on page 352, the 25 observations or variable I (pounds of
steam used per month) and variable 8 (average atmospheric temperature
in degrees Fahrenheit). The corresponding pairs of observations are given
in Table I.I and are plotted in Figure 1.4. __

~tcruTtenlativciy assume tHatthe regrcssibTTiifieof variable^ whichTwe~
shall denote by Y. on variable 8(AT) has the form /?, + fvX. Then we can
write .the linear, first-order model

r-/». + /f|*+«, (1-2.1)

O-:

O
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8 MTTINO A StRAICJHT LINK IIV LI-AST SQUARES

Tahlc I.I TvMrni\-fi\c Observations or
Variables I and 8

Variable Number

ti-..»t\VMS >;t;tso \ itiutctfT

s •/••»•»

Number I(K)

• • *t M*

2
3
4

[ - ^ ' " ' ' 8
9

10
II
12
13

13
16
17
18
19
20
21
22
23
24
23

iv.™
11.13
12.51

8.40
9.27
8.73
6.36
8.50
7.82
9.14
8.24

12.19

9.57
10.94
9.58

10.09
8.11
6.83
8.88
7.68
8.47
8.86

10.36
11.08

_ . - Jhat.is,-for-a-given-jr, a corresponding observation
flt + fit X plus an amount t, the increment by whicl
fall olTlhe regression line. Equation (1.2.1) is the mi

8(JO :

- —— ' 10

29.7
30.8
58.8
61.4
71.3 '
74-4 — i
76.7
70.7 '
37.5 • ' • ' • ;«.4 ;
28.9
M i i
39.1
46.8
48.5
59.3
70.0
70.0
74.5
72.1
58.1
44.6
33.4
28.6

T consists of the value
i any individual Y may
w/c/of what we believe.

9

e

• ^< •\ ;-;̂ '̂""'̂ v _ .

1 1 1 1 1 1 1 1 I * \

•''i . .

• ' ' • *

• -iO
4

30 40 50 60 70 80 \'

. .. , Hgurel.4 . . X • i: -..1
———— , —— ,— : ——————— i ————— — — • ——— •• ——— ill ri:

(Note: When we say that a model is linear br nonlinear, we are referring ':
to linearity or nonlinearity In the parameters. The value of the highest
power of an independent variable in the model is called the order of the
model. For example, _- ' ' •

' — • • • • ' ' ' - '

is a second-order (in X) linear (in the /Ts) regression model. Unless a model
is specifically called nonlinear it can be taken thai it is linear in the param-
eters, and the word linear is usually omitted and undei stood. The order
of the model could be of any size.) . • i (^)

Now /?„, /?„ and c are unknown in Eq. (1.2. lj« and in fact « would be
difficult to discover since it changes for each observation Y. However, 0,
and fa remain fixed and. although we cannot find them exactly^without _ . . _ .
examining all possible occurrences of Y and X, we can use the information
provided by the twenty-five observations in Table I.I to give us estimates
fro and 6, of /?, and /?,; thus we can write

We begin by assuming that it holds; but we shall have to inquire at a later
stage if indeed it does. In many aspects ofstatistics it is necessary to assume
a mathematical model to make progress. It might be well to emphasize that
what_we-are-usua!!y doing is io consider OT-teniatii>eiy~enterioin our modeir
The model must always be critically examined somewhere along the line.
It is our "opinion" of the situation at one stare of the jpvcstigatio.n and
our "opinion" must be changed if we find, aM literIstrfgc, thaVtfie idcts
are against it. /Jt fand fa are called the parameters of the model.

?-6. + Mr, ' (1.12)
where Y, rtad^Y^ia^denoltt the predicted value of^Jgra_giyenuJr._

'whcn~e71an<i~ftrarcUctcrminedrEquation (1.2.2) could theiTbVused as a
predictive equation; substitution for a value of X would provide a predic-
tion of the true mean value of Y for that X.

Our estimation procedure will be that of least squares. Under certain
assumptions to be mentioned later, this procedure has certain properties.
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10 FITTING A STRAIGHT LINK nv LL:AST SQUARES
For the moment we Mate it as our chosen method ofcMiinnling the param-
eters without justification. Suppose we have avuibhlc /> sets of ohscrva-
lions (A',. )',), (,V|, K|), . . . . , (.\\, I',). (In our example n = 25.) Then by
Eq. (1.2.1) we can write

Yt - ft. + Pi*t + «„ (1.2.3)
so that the sum of squares of deviations from the true line is

I.-I I.. I
(1.2.4)

We shall choose out estimates 6, and 61 to be the values which, when sub-
stituted for 09 and ftt in Eq. (1.2.4), produce the least possible value of S.
(Note that X,, Yt are the fixed numbers which we have observed.) We can
determine A, and AI by differentiating Eq. (1.2.4) first with respect to /?,
and then with respect to /?, and setting the results equal to zero. Now

(1.2.5)
1-1

so that the estimate! b% and ft( *re given by

(1.2.6)

where we substitute (A* 6,) for (0* /?,), when we equate Eq. (1.2.5) to zero.
From (1.2.6) we have

• • • - • .. ••

(1.2.7)i-r

or * • •
<_i (-1 (1.2.8)

1-1

! ' i
UnlNCJ * *t*AlGtrt L1N6 U

• •.rrr «ri t-^mrr Jt;.>n« alt (torn I >- I In * and iNf two expfeiiioM tot ^
tft i~\i »l:jh«)) 0;'Iereni forms of the umc qu:intily since, defining

A' - (AT, -I- A', T •• • + >•.)/«- Z W«t'
F =.( V, + Kt 4- • • • + K.Vrt - Z

we have that

The first form in Eq. (1.2.9) is normally used when actually computing
the value of 6,. The solution of Eq.(1.2.8) for A, Is

*,«• F-6.jp (i.i ib)
The quantity Z Xt* is called the uncorrected fttfi of squares oflht X*»,
and (Z **)*/« •* the correction for the mean oflht JTV. The different* Is
called the corrected sum of squares of the X's. Similarly, Z Xt Y, is called

-\\ie-wcdrrected~sunrof protiucts^~w$ ,)//Tinhe correction for
the means. The difference is called the corrected sum of products of X end Y.
Substituting Eq. (1.2.10) into Eq. (1.2:2) gives the estimated regression
equation

F-F+ *,(*-*),
where ft, is given by Eq. (1.2.9). Let us now perform these calculations on
the data given as an example in Table I.I. We find the following:

n-25 .
2 Yt - 10.98 + 1 1.13 + • - + 11.08 - 233.60 •

F- 235.60/25 -9.424
Z Xt - 35.3 -f 29.7 + •- + 28.6 - 131*

-f (ll.08)(28.6)Z XtY, - (10.98X33.3) + (II.I3)(29.7) 4
- 11821.4320

• (35.3)» + (29.7)« + • • - + (28.6)« - 76323.42

o

JThese-equatiofts are called the
The solution of Eq. (1.2.8) for bt is

-. Z X,Yt >
1 i Z V - (2 *,)•/«

. IT- f XX, - 7)
. ^ H82l.4320-(tJI3X235.60)/25||> -571.1280
'" 76323.42-(J3l5) f/25 " 7154.42

A, - -0.079829.
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12 FITTING A STRAIGHT LINE BY LEAST SQUARES

Table 1.2 Filled Vnlucs, Observations, and Residuals

TMI. t'KKIMOSOl till: lSflMAll.il:Rl.C.RL&SIOS li
• A' '• tL.Tk ;»tht v.:tr. «-f the ie»iJ»als should be /era. In "a<l. it i» —0.02 nete—

11.-t;r.,!inf error. I he -um of residuals in any regression problem is always
Observation
Number '

1
2

— —— ———————— . ——— -3- ——
4

- '5
6
7
8

• • - - - - . - ' - . - : 9

10
II
12
13
14

——————— = ———————— : ———— 15 ———
16
17
18
19
20
21

. 22
23
24

. 25

The fitted equation It
f-
f-
f-'

TH» flttrif r»BrM«!nn tint

Y,

10.98
11.13
12.51
8.40
9.27
8.73
6.36
8.50
7.82
9.14
8.24

12.19
11.88
9.57

——— 10;94

9.58
10.09
8.11
6.83

.8.88
7.68
8.47
8.86

10.36
11.08

thus
T.+ bt(X

t,

10.81
11.25

—— 11.17
8.93
8.72
7.93
6.98
7.50
7.98
9.03
992

11.32
11.38
10.50

- 9 89
9.75
8.89
8.04
8.04
7.68
7.87
8.98

10.06
10.96
11.34

-*)
9.4240 -0.079829(r-
13.623005 - 0.079829*.

> !• nlntlcd In PlDllr* 1 A

Y(-Y,

0.17 . I
• -0.12

, 31 '
-0.53

0.55 • J
0.80

-1.32
1.00

-0.16
0.11

-1.68
0.87
0.50

-0.93

-0.17

0.07
-1.21

1.20
-0.19
-0.51
-1.20
-0.60
-0.26

• t

.

52.60)

W* ran Inhiilatn fnr Mch

mo when there is a jl9 term in the model a> a consequence of the first '''"'", A:

n«rmj) equation. The omission ol/(0 from a model implies that the response ' 1
iwero when all the independent variables arc zero. This is a very strong |
assumption which is usually unjustified. Inn straighMine model K «•/?,+ . •<{! j |
/?,/V + c omission of /?„ implies that the line passes through X « 0, Y " ; , | i
0— that is, that the line has a zero intercept /?, «• 0 at X — 0. We note -i^j :| 1:
here, before the more general discussion in Section 5.4, that physical hj|. [||j
removal of /?„ from the model is always possible by "centering" the data* }' |! ; i|||
but that this is quite different from setting /?, « 0. For example, if we '1|| 1|;
write Eq. (1.2.1) in the form ,/"V''

or . . ' •!•!;! |!'
y-/V-*-/»,«-»-« 1 • ' .

say.wherey- Y- F, /J,' - ^, + /?,JP - f, **» JT - JP, then the kui- j ||
squares estimates of /9B' and /J, are given is follows: ;i:!|

• J— \*f ^"™ i\yt *** 9 / ^^ \ t T^^ " /\ * 9 *^ • / ' • >«

identical to Eq. (1.2.9), while T

V-J-M-0. since ! - f - 0, ;
whatever the value of fc,. Because this always happens, we can write the
centered model as ;

omitting the /?,' (intercept) term entirely. We have lost one parameter fejBt /^*)
there is a corresponding loss in the data since the quantities Yt — T, '̂ -^ •
1 •» 1 , 2, . . . , n represent only (ft — 1) separate pieces of information due
to the Tact that their sum is zero, whereas Yt, Yt,...tYn represent n
separate pieces of information. Effectively the "lost" piece or information
has been used to enable the proper adjustments to be made to the model
so that the intercept term can be removed. ' . ,

of the 25 values X,, at which a Yt observation is available, the fitted value
fi and the residual Yt — ?, as in Table 1.2. The residuals are given to
ihe same number of places as i'nc original data.—————— ————————

Note that since 1, = 7 + 6,(Ar, - X),
Y.-f,- (Yt -7)- &,(*, -_*),

• ' : ' • - » • o i/ L o 1750
\ - X) « 0.

1.3. The Precision of the Estimated Regression

We now tackle the question of what measure of precision can be attached
to our estimate of the regression line. Consider the following identity:
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IF we M|ii;irc bold tkhlcft niul MUD Irum / ** I to n, we obtain

- run -
The third term can be rewritten as

-. P»

--*»,»
_.r,-F)'Thus . . . . ; . . .

2(r,-?,)'•
Equation (1.3.2) cart be rewritten

i -PF-iXiv

by (1.2.9)
by (1.2.11).

,- P)«.

(1.3.2)

(1.3.3)
_____ _ fronvtne-ovcrall-
niean and so the left-hand side of Eq. (1.3.3) is the sum of squares of
deviations of the observations from the mean; this is shortened to SS about.
the mean, and il also the corrected sum of squares of (he Y's. Since Y,— Yt
n the deviation of the fth observation from its predicted or fitted value
(the fth residual—s»& Chapter 3), and f, —. Pis the deviation of the pre-
dicted value of the Ah observation from the mean, we can express Eq.
(1.3.3) in words as follows:

Sum of squirts Sum of squire*
about the mean "* -u—• ———'—

OUIH 01 sqi»rc» , Sum of squares
about regression due to regression'

This shows that, of the variation in the K's about their mean, some of the
variation can be ascribed to the regression line and some, j (K, — P)1,
to the fact that the actual observations do not all lie on the regression line
—irjhey all did, the §um of squares about the regression would be zcro!^
From this procedure we can see that a way of assessing how useful the
regression line will be as a predictor is to see how much of the SS about
the mean has fallen into the SS due to regression and how much into the
SS about regression. We shall be pleased if the SS due to regression is much
greater than the SS about regression, or what amounts to the same thing

Jtlb^ejatLO_^L-i-(SSdue-toregress!on)/(SS about mean) is-noi-ioofar-
from unity.

Any sum of squares has associated with it a number called its degrees of
freedom. This number indicates how many ind6pchde^ places ojfinlprma-
tion involving tjhe n independent numbers T,, Yt....,Yn are nce'ded to

•mi vim ISION 01 tut; i smurrifc ili-nntssioN
the >uin ••! squutcs. I or ctumplc. the ^Sibvut the mean need*

in - 1 1 imfcpcmlcnt piece* (for of the number* v^i'— F, Yt — F, ...,
)'. - F. only (n — I) are independent since all I number* sum to ttro
by Jclinition of the mean). We can compute the SS due to regression from

'a' tingle function of K,t K,, . . . , Ym, namely bt [since J(Pf — F)« •
ft,1 V ( Xt — Af)*J, and so this sum of squares hai one degree of freedom.

^IJy-sublractionrihe SS'about regressiorTliaT(»rir2)Uegrees of freedomT
Thus, corresponding to Eq. (1.3.3), we can sholt the split of degree* of
frccclomas (rt_ „ . {n > 2) + I, -
Using Eqs. (1.3.3) and (1.3.4) and employing amtnative eomptitational
forms for the expressions of-Eq. (1.3.3) we-can construct an analysis of
variance table in the following form :

. , bepeesof Main
Source Sum of Squares Freedom Squirt

Regression ft, ; *, Yt - I
About regression

(residual) By subtraction \ f t - 2 »«-

About mean ,1
(total, corrected J Yf - —
for mean) " . • ,

The "Mean Square" column I* obtained by dividing each sum of squares
entry by its corresponding degrees of freedom.

A more general form of the analysis of variance1 KiWc, which we <fd not
need here but which is useful for comparison purposes later (see Section
2.2), is obtained by incorporating the correction factor for the mean of
the X's into the table where, for reasons explained in Section 2.2, it is
called SS(6«). The table takes the form:

_ _______,_...__._____ _._!- '—- Uegrees.of_Mean—
Source Sum or Squires Freedom Square

Regression

O

Rnidwl By subtraction (n - 2)
Tc*jl.

unv
fee
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road "ihc sum ofM|mircs for />, aficr allowance
Hie purpose of this notation is explained in

The noiiiiion SS(A, | AN
has been nt;idc for
Sections 2.2 and 2.7.

The mean square obotlt regression, J* will provide an estimate based on
n — 2 degrees of freedom of Ihc variance ahuul the regression, a quantity

_we_5halLcalLo$.T. If the regression equation were estimated from an
indefinitely large number ofobscrvations, Ihc variance about the regression
would represent a measure of the error with which any observed value of
Y could be predicted from a given value of X using the determined equa-
tion (see note I of Section 1 .4).

We shall now carry out the calculations of this section for our example
and then discuss a number of ways the regression equation can be
examined. The SS due to regression is &,{£ X, Y, — (£

,1- (I

-45.59.

The Total (corrected) SS is 2 Yf - (Z

-2284.II02-(235.60)V25

-.63.82.

Table I.) The Analysis of Variance Table for the Example.

1
Source

Tolal-(corrccted) -

Regression (ft,)
Residunl

dr
24

1
2)

SS

63.82 -^

43.39
18.23

MS

43.39
»« - 0.7926

Calculated
F Value

37.32

Note that the entries In this table are not in the same order as those in
the corresponding-theoretica! table above.-This makes no difference what--
soever. In computer printouts, for example, the order depends on the way
in which the program is written. Careful inspection of analysis of variance
tables should always be made and it should not be assumed that any
particular order i; standard. Our estimate of o\/.x[h \? 40.79^6 6?s(ij
on 23 degrees of freedom. The F value will be explained shortly.

I \NM1MNCi fill Hlfit».l*Sl'cis f.QUATIOS It

1.4. I \aminin" tin- Ri-urev>i»n Kquatinn

I p to this point we have made no assumptions at all that Invotvfc
probability distributions. A number of specified algebraic calculations have

-r*cn-nKidc^andJhatJs_all.jy_e_no^makeJJie_^sjcj^
the model X, » fl, + ft\X + <„'*» 1. 2, .... n.

(1) c, is a random variable with mean zero and variance 0* (unknown),
that is, C(c,) - 0, V(t,) - o«.

(2) t, arid t, are uncorrelated, / ytj, so that

and X, and X,, / f* /, are uticorrelated. A further assumption, which
is not immediately necessary and will be recalled when used, is that

(3) c, is a normally distributed undom variable* with mean zero and
— variance~o*'by (l

Under this additional assumption, «„ t, are not tfnly uncorrelated but
necessarily independent.

Notes
(1) a* may or may not be equal to o]-.Xt the varlihce about the regres-

sion mentioned earlier. IT the postulated model is the true model, then
o« a a\..x. IFthe postulated model is not the true iriodel, then a1 < a\-.x.
It follows that 5s, the residual mean square which estimates a\.x in any
case, is an estimate of o* if the model is correct but not otherwise. If
°V-jr > 0t we sna" say that the postulated model is incorrect or suffers
from lack off I. Ways of deciding this will be discussed later.

(2) There is n tendency Tor errors that occur in many real situations to
^bTftdTrhiilly îstriblityd^ul5"td"thirCenlfartimirtheoremrlf an error tenrr
such as t is a sum of errors from several sources, then no matter what the
probability distribution of the separate errors may be, their sum c will have
a distribution that will tend more and more to the normal distribution as
the number of components increases, by the Central Limit theorem. An
experimental error in practice may be a composite of a meter error, an

~erf6Tduc~lo a small leak in the system, an^errorin~measuring ihe amount
of catalyst used, and so on. Thus the assumption of normality is not
unreasonable in most cases. In any case we shall later check the assumption
by examining residuals (sec Chapter 3).

We now use these assumptions in examining the regression equation.

m.

O
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Standard Error o/ the Slope fc, j Confidence Interval for p,.
We know that ft, - 2 (JIT, - Jty X, - ?)/£ ( *, - JP)*

(since (he other term removed from the numerator is 2 (AC, — JP)F
P1(-V, - .0 = 0) ,

= {( .V, - JP) K, + • • -

-Now ihe~varianve~oraTunction
•- JT) K

-<T, K, ,, K,
is

if the X, are-pairwise Uncorrelalcd and the a, arc constants;furthermore,

In the expression for A, o{«» (/^, — X)fc(Xt — X)*, since the A', can be
-rcpardcd-nsconstanlsrHence-after reduction—————

1" (*,- (1.4.1)

(Note: An implication of (his result is or interest. Suppose that, before
any data had been collected, we wished to select the X, values at which to
take observations Y, and wished to do it in a way that would minimize
l'(ft,). Then Hie Xt chosen would have to maximize %(X, -̂ P)1. The
theoretical answer to this problem is that some X, should be located at
each orpins and minus infinity. The practical interpretation of this is that
the X, should be located at the extremes of the Jf-rcgi'on in which experi-
mental runs are possible. For example, ir we wished to perform four runs,
two would be placed at each extreme. This result is sensible and correct

del- b«ingjentaliyely_ entertained Js-/»mr/«(M/»e-
correct one. When this is not true, and in practice it never really is true,
Hi* result may be quite wrong. In fact it has been shown by G. Box and
N. Draper (Journal of the American SlallxUcal Asxocialimi, 54, 622 654,
1959) that if the "region of interest" of the A"s is scaled to the interval
( — R. R) ami if we take J? = 0 and a straight line is to be fitted but some
second-order tendency existsJn.lhe-trt.ie.modcLthen.-the appropriate value
for 2.(Xt — .P)1 is not infinity but a number slightly bigger than NK/3,
where N is the number of A"s to be chosen unless the model is nearly
correct or the experimental error is very large. TUjc j^cn^

EXAMINING THE REORESSWf* EQUATION 1^

i,.(illusions obtained by minimizing variance erWotily and assuming the
l«>-.tnl:ilc<l model lo be correct are likely to be wrong in many practical
(K-sipn situations.)

I he siniul.-ird error of bt is the square root of the variance, that is,

,.r. if n is unknown and we use the estimate j in Its ptace. assuming the
nmdel is correct, (he estimated standard error of bt is given by

Iest. s.e. (bf) (1.4-2)

If \vc assume that the variations of the observations about the line art
normal, that is, thai the errors «, are all from the same normal distribution,
A (i). f»!). it can be shown that we can assign 100(1 — *) % confidence limits
for />, by calculating ,r- , , • ».LI U" — Zi 1 ~ j«;J ft A ,.

.vitiU d-4-3)

where i(n - 2,1 - |a) is the (I - |«) percentage pdfnt of a r-distribueten.
-\viihMM"̂ ~2)-dcgrecs-of'freedom~(UreTTumber6rilegrees ofTreedom on

which ihc estimate s* is based).
()n ihc other hand, ifa test is appropriate, we can test the null hypothesis

lliiii //, is equal to /),„, where ft,, is a specified value Which could be zero,
against Ihc alternative lhal /?, is difTcrentfrom /?„ (usually stated "//,:/?, —
/(,„ versus//,:/?, ?5/?,„") by calculating

fcst.s.c.(h,)}

(1.4.4);

ami comparing \t\ with r(n - 2,1 - |a)rromaMablewith(n - 2) degrees
«>f freedom—the number on which j1 is based. The test will be a two-sided
Icsl conducted at thc_lOO(l_=-«).%-level-in-thi8-form. Calculations for our
v.xamplc follow. .;
(•Sample (continued).

est.
-OV7I54.42
= j»/7l54.42

0.7926/7154.42
0.00011078

est. s.e. (ft,) «= Vest. l'(ftt) » 0.0105

o
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Suppose at = 0.05, id that f(23, 0.075) - 2.0fi9. Then 95% confidence
limits for /f, arc ft, ± f(23, 0.975) • '

or -0.0798 db (2.069)(O.OI05).
providing Ihc interval -0.1015 <, ff, £ -0.0581.

In words, the true value ftt lies in the interval (—0.1015 to —0.0581), and
this slnlcmcnt is madt with 95% confidence.

We shiill al50_tcsLthc_n.iil.l-hy.po.tliCTM-that-lhe-tr.ue-value-/?|-is-zcroi-or-
that there is no relationship between atmospheric temperature and the
amount of steam used. As noted above, we write (using /(to = 0),

H,:flt = 0,
nnd evaluate

«= -0.0798/0.0105
«= -7.60.

Since |(| «= 7.60 exceeds the appropriate critical value of »(23. 0.975) =»
2.009. //,: /?, «« 0 is rejected. (Actually 7.60 also CKcccdsj(23t_Q.999.5);_wc_

~chosc a two-sided 95% level test here however so that the confidence
interval and the Mcst Would both make use of Ihc same probability level.
In this case we can effectively make the test by examining the confidence
interval to sec if it includes zero, as described below.) The data we have
seen cause us to reject Ihc idea that a linear relationship between Y and X
might not exist. . .

If it had happened thai the observed |r| value had been smaller than the
critical value we would have said that we could not reject the hypothesis.
Note carefully that we do not use the word "accept," since we normally
cannot accept a hypothesis. The most we can say is that on the basis of
certain observed data we cannot reject it. It may well happen, however,
that in another set of data we can find evidence which is contrary to our
hypothesis mid so reject it.

J:or_exnmple, ifweseea man who is poorly dressed-we may hypothesize,
//„: "This ni:m is poor." If the man walks to save bus fare or avoids lunch
to save lunch money, we have no reason to reject this hypothesis. Further
observations of this kind may make us feel //„ is true, but we still cannot
accept it unless we know till the true facts about the man. However, a
single observation against lln, such as finding that the man owns n bank

..acvount.conlaining-S500,000-will-be-sufricicnl-to-rcjecl-thc-hypolhesis: ——
Once we have the confidence interval for /', we do not actually have to

compute the |f| value Tor a particular Mcst. It is simplest to examine the
confidence interval for /f, and see if it conlainOhf/v;ihî y9,0. lf»il(tloes,

EXAMINING Till: REGRESSION EQUATION 21

ihen the hypothesis /?, <=» /?,„ cannot be rejected; If H does not, the hypoth-
esis i\ rejected. This can be seen from Eq. (1.4.4), Tor //,: ftl •» ftn is

at the (I — a) level if|f| > f(»i — 2,1 — |«), which implies that

ili.it is. that (>,„ lies outside the limits Eq. (1.4.3).

Standard Error of the Intercept; Confidence Interval

A ii'iifiilcncc interval for /?0 and a test of whethW or not /?« is equal to
IIIIC specified value can be constructed in a way similar to that just
-sirihcd for /),. We can show (details in Section 2.3) that

X*,'s.e.(6n)

Thus 100(1 — <*)% confidence limits for /?„ are given by

A Mcsl for the null hypothesis //•: fle •» /7M against the alterrtitive
"i: /'H T6 flan' where /?„, is a specified value, will be rejected at the (I — «)
Icu-l if IIM falls outside the confidence interval, or not be rejected if/}*
falls inside, or may be conducted separately by finding the quantity

anil comparing it with percentage points t(n — 2, 1 — )a) sheen — 21s
i IK- number of degrees of freedom on which *•, the estimate of af, is based.
I A (»/c; It is also possible to get a joint confidence region Tor /?„ and flt
Minuliancously by applying the formula (2.6.15).)

Standard Error 'OfY
We have shown that the regression equation is • \

where both Pand 6, are subject to error, which will influence f. Now if
_i',.and-cvarc-constanlsrand ———————————————————————

c
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2. lest ihc o\cf;ill rtproMun vt|ii;ili»n (more spvcilically. lest //„; .;, „
/?, a • • • e* //,_, m 0 auainsl //,: not all //, -» 0) by treating the mean
square ratio .

I™" I *f- '" (2.6 .inJ - • ' .
as an Aty — I, r) variate where »«« — /»

Suppose we~dcclde on a spccifiedUslTlevel"«7THe"rncHhaHrte~6bservcd~
mean-square ratio exceeds F(p — l,p, I — a) means that a "stylistically
significant" regression has been obtained; in other words, the proportion
of the variation observed in Ihc data, which has been accounted Tor by the
equation, is greater than would be expected by chance in 100(1 — «)%
similar sets or data with the same values of /t and X. This docs not neces-
sarily mean that the equation is useful Tor predictive purposes. Unless the
range of values predicted by the Titled equation is considerably greater than
the size of the random error, prediction will often be of no value even
though a "significant" F-value has been obtained, since the equation will
be "fitted to the errors" only. • .-.

quacy of estimation by an approximating response function/' written
under the direction of Dr. G. E. P. Box at the University of Wisconsin)
suggests lh.it Ih order that an equation should he regarded as a satisfactory
predictor (in the sense that the range of response values predicted by the
equation is substantial compared with the standard error of (he response),
the observed F-ratio of (regression mean sqwlrc)/(rcsidual mean square)
should exceed not merely the selected percentage point of the F-distribu-
tion, but about four times the selected percentage point. For example, if
p - 1 1, v - 20, • - 0.05, /m 20, 0.95) - 2.35. Thus the observed
F-ratio would have to exceed about 9.4 for the fitted equation to be rated
as a satisfactory prediction tool. Since (at the time of writing) work on this
topic is not complete, the "four times" rule is given here as a current ex-
pedient for assessment of regression equations. It. is subject to later con-
firmation. .

3. Slate that
(2.6.14)

4. Obtain a joint 100(1 - «)% confidence region for all the parameters
from the equation

(P-b)'X'X(p-b)£/» fFOM>,l-cO (2.6.15)

where F(/»,»,!—«) is the 1 — a point ("upper «-point") of Ihe F(p, r)
j« has the same meaning :js tar (1) above and the
cct. In general this will'be useful only^hch /» i»

distribution a'nd where
model is assumed correct

till «,l N| R M R| ci

ir.i.: M. :. >. r 4. uric.* v.ife u t . iVcn t.« preMlhl the ihformatioti In I
» r- •.-. »fc...h n van he tC4«!tl> unjct-tvsnl. Ihe inequality abo\e proudet
•*.: rj..'.:i-'n of -«n "clliptic.illy »h;tpcd" contour in a space which has at
r.mv Jmictuion'.. p. at there are parameter* in p. We can obtain individual
coniiJcnce intervals for the various parameters separately from the
formula .

where the "estimated s.e.(ft,)" is the square rodtbf the flh diagonal teriii^
of the matrix (X'X)-^1. (For a calculation of (hit type when there irl ^
two parameters ft, and /Vsce Eq. (2.3.1), and ifter replacement of <r« by 4i
j», see pp. 19 and 21. Separate confidence intervals of this type appear In :
our printouts and arc often useful. We de-emphasize them, however, f o f f j
the following reason. Figure 2.1 illustrates a possible situation that may V
arise when two parameter* are considered. The joint 95% confident* '
region for the true parameters, /J, and /?„ is shown as a long thin ellipse
and encloses values (/?|,/?,) whkh the data regard u Jointly reasonable

-ror-the-parametcrsr-It-tal^es-into-accountrthe~eonelatioTrStweeirthe~t
estimates 6, and bt. The individual 95% cdnfidence intervals for pt and
fit separately are appropriate for specifying ranges for the individual
parameters irrespective of the value of the other parameter. If an attempt
is made to interpret Ihes* intervals simultaneously— that is {wrongly),
regard the rectangle which they define as a joint confidence region— then,
for example, it may be thought that the coordinates of the point E provide ,

1
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INTRODUCTION
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CHAPTER 4

TWO INDEPENDENT VARIABLES
i • • •

. ' . • " - • • ' • ' - '
4.0. Introduction

' " • " ~ " ' ~~. *

Up to this poirit we have considered, in detail, the first-order linear
regression model in one variable X,

y _ A j_ 4 V -I. ,.** Pt "t" Pt" i <»
•• ' i . ••nd shown how th* straightforward analysis can be expressed neatly in

matrix terms. Usually more complex linear models are needed in practical
situations. There, are many problems in which a knowledge of more than
one independent (of "predictor") variable is necessary in order to obtain
better understanding and/or better prediction of a particular response.

: The matrix approach given at the end of Chapter 2 provides us with a
",_ general procedure for extending Chapter 1 results to more complicated

linear models. In this chapter, we shall apply the matrix analysis to the
first-order linear model:

Y A J L A Y A . A Y A .* — r 9 "•" Pl^l >* Pt't r '• .

We shall continue with the example used in Chapter 1 (the data for which
are given in Appendix A) and will now add variable number 6 to the
problem. So that we are clear about which variables are being considered

V-

.. -- _ ^

"10

1
12
8

.98"
,li
.51
.4

•
*

IOJ6

JI.OTJ

where Y is
Xi s
Pis
cis

X-

"1 35.3 20~
1 29.7 20
1 30.8 23

-1 58.8 20
*

* • ' *

•• • . •

1 33.4 20
1 28.6 22

• ju

a (25 x 1) vector,
a (25 x 3) matrix,
a (3 x 1) vector, and
a (25 x 1) vector. ,

p,
p..

t .
. • € ••

» ai

(|

• •

• t

t

f

- *

*•

•

i

• .'•

1
\\
1
j i

i{!
! i

O' : i :. -
.IB

% " • "I
X ' i f

f
Using the results of Chapter 2, the least-squares estimates of/?,, /?„ and ftt *
are given by * %

. ^_
f '.

** * . • • • . • • ifi•• .. • . • It « f*»m-i*'v . ' • • . ""I.
! .

where b is the vector of estimates of the elements of 0, provided that XTK
is nonsingular. Thus

' b-
*o

*•
>.

- — in the model we shall use the original variable subscripts. Thus our model | "~"

. . . , 14^

"

I

1
' 1 1 "1 ... I •

35.3 29.7 30.8 ••• 28.6
•

.20 20 23 •«. 22
- . ' . . . _ _ - _ _ _ _ _ , . . - . — - •
i J

33 J 20 '
29.7 20
30.8 23

t •

t •

o- - -• •

28.6 22_;

rl

'• , 1 ';

'• —— •'

.

i

where Y — response or number of pounds of steam used per month,
X, « dummy variable, whose value is always unity,
Xt «• average atmospheric lempera[urejn^he month (in *F), and

of opcralingUayTirTthe month.
The following matrices can then be constructed. (The complete figures for
the vector Y and the second and third columns' of matrix X-appeaf-Jn
Appendix A and are also given on page 116. fJ ". ^ '-' I/ J U

• I 1 I ... 1 •
3a8 ••• 28.6

20 20 23 ' • • • 2 2

"10.98
11.13

11.08
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Note the *i/cs of the matrix in the abote itatemcnt;

|3 x IJ - |(.t x 25J[25 x 3)}-'(3 X 25][25 x I).

Multiplying the matrices within the large braces, we have

1 3 x U i 3 x 3 ) - » . - " . ' .

Al

r 25.00 1315.00__506.00!!
1315.00 76323.42 26353.30
506.00 26353.30 10460.00

-i

13 X 25]
1 •'•

35.3 29.7
20—20—

Then,

[25 x 1]

1 '
28.6
22~

~10.98~
11.13
12.51

•

t

• '-

_11.08_

P x . l j [3x3J-'
25.00 1315.00 506.001

1315.00 76323.42 26353.30
L*.J L 506-00 26353.30 10460.00.

. P x 1]
235.60001

11821.4320
4831.8600

Next, the inverse of the [3 x 3] matrix is obtained to give

13 x IJ [3x3J

[(Symmetric)

_ -0.106098 J
0.146207 X IO-« 0.175467 X 10-»

0.478599x10-*
13 x 1]
235.60001

11821.4320
4831.8600

The inverse calculation can be checked by muhiplying (X'X)-'%y

ItCRCSStO* It7

-r^jl tX X> to p\t i 3 x J un«» ms'ti*. Notit* Out. tince the \a\4he
i'n: :>< cn^injt m^tn.t) it »%ir,metri.. uftU an Upper triangular portion
ci it it rcvorCcd. rcrforming the matrix multiplication give*

1 3 X I J
V
"*•"

1 3 X I J
9.12661

-0:0724
0.2029

Thus, the fitted least squares equation is

t » 9.1266 - 0.0724 ,̂

Actually, when these matrix calculation^ tre penWmed by i cumpiHirf
routine, they are not carried through in precisely this way. One reason Tor
this is that large rounding errors may occur when this sequence isjbllowed.
This point will be discussed in Section 5.4.

_-For the rccordrthe algebraic form of the normil equaUoni for
of two independent variables is as follows: \

l-i

1-1
«

111-1

«-i
1-1

We obtained the fitted equation above'by • tingle regression calculaL...
Actually it is possible to obtain the tame equation through a series of
simple straight-line regressions. Although this is not the best practical
way^of obtaining the final equation, it is instructive to consider how it ij
done. Thus, before we examine the fitted equation in Section 4.2, we shall
discuss this alternative procedure. >

4.1. Multiple Regression with Two Independent Variables
___as-S-Sequence of Straight-Line Regressions————————— ~

In the previous section, we used least squares lo determine the filled
equation

f - 9.1266 - 0.0724JT, + 0.2029*,.

C

O
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Table 4.1 Reihluah: JTJ & *„ |j!j

Number/ .V,, • jf., I:-;; *<« - AC.i i'n' 'iff-A ' ""• i|>
1 20 20 J7 , -0.87 ||
2 20 21.08 v -1.08 , 'If

,' 3 '25 . .21-04 i.|. 1.96" 1= l;i; :|ii
4 20 2o:oi"Ta -o:oi' —— - —— M — 1 1-
5 21 19.92 ; 1.08 ;, I|
6 22 19.55 ! : . 2.45 ' ;»•! M*
7 II W.44'.-1?. -8.44 ivlij' . !': ;

' • - ' . • ' . 8 ' 2 3 19.36.. '.)V 3.64. ' I
9 _..2I 19.58 ft 1.42 fj ,'

10 20 20.06 -0.06 i '
11 20 20.47 -0.47 :i . :j /
12 21 21.11 -0.11 i T
13 21 21.14 -0.14 ,;i • = . . ' '
14 19 20.73 -1.73 \ • ' ' || I

• • • -. 15 23 20.45 2.55 ^!,:. m(

16 20 20:39 ••, -0.39 .•.:•; •!•«-
'17 ' • 22 I9.99\ -J- 2.01 ;. '-fi1 1'f*
18 22 19.60 • 2.40 ,; ''
19 11 19.60 -8.60
20 23 19.44 3.56
21 20 19.53 0.47 MI
22 21 20.04 " 0.96 i
23 20 20.53 I;- -0.53
24 20 20.94 -0.94
25 22 21.12 , 0.88

.We note that there are two residuals -8.44 ind -160 whrcn IhiVe O !
absolute values considerably greater thai! the dther residuals. They arise
from months in which the number of operating days was unusually
small, eleven In each case.-We can, of course.-take-theatlilude-lhot these _ . _ :
•re "outliers" nnd that months with so few operating days should not
even be considered in the analysis. However* if we wish to obtain a i
satisfactory prediction equation which will M valid for all months, ;i| :
irrespective of the number of operating days, then it is important to take •
account of these particular results and develop in equation which makes ' ii;

——— VK-of.theJnformation they contain. As can be seen from the data and T'
from Figure 4.1 and Table 4.2, if these particular months were ignored, 1

' t>< apparent effect of the number of operating days on the response
. *ould be small. This would not be because the variable did not affect
, '•*•« mponie but because the variation actually observed in the variable
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.?••; : ' . - • /.•'• ?3?"^''> / : . • ' . • ' . • • .
' •. " ' ' . ~ : ' ' '"V •••'.'•' -- ' • t"tpir*4.l

was so slight that the variable could not exert any appreciable effect on
the response. If a variable appears Id have a significant effect on the
response in one analysis but not in a second, it may well be that it varied
over a wider range in the first set of data than in the second. This,
incidentally, h one of the drawback! of using plant data "as it comes."
Quite often the normal operating range of a variable is so slight that no
effect on response is revealed, even when the variable does, over larger
ranges of operation, have in appreciable effect. Thus designed experiments,
which assign levels wider than normal operating ranges, o'flcn reveal
effects which had not been previously noticed.

4. We now regress Y — f against Xt — Xt by fitting the model

1
2
3
4
5 '

_ .. . . _ . . . . ' .... 6
7
8
9

10
11
12
13
14
15
16
17
18

1 19
20
21
22
23

t

Respectively

.

r, - T, .
0.17
0.12
1.34

-0.33
0.55
0;80

-1.32
1.00

-0.16
0.11

-1.68
0.87
0.50 !

-0.93 \
I.OS

-0.17
1.20
0.07

-1.21
1.20

-0.19
-0.51
-1.20
-0.60
-0.26

(\*V*na ,|
*« . ' ' • • i ' |

• - A . ' . - . j f
IM"*- *tt ' [ •• ": ii
— : ——————————————————————————— . ————— : J —

•k|,08 '
1.96 ,'

^0.01 '
LOB . V^

' 1 A • • '- ' f^^
• " ••' » . ( l̂̂ ^̂ P *" '•

•̂ •1.44 • ' ' •" ^^P
31.64 : • • P '

• IM ' ' ' .i .'
•0.06 • :.(V

-o!47 •' V ' ' ' ' : ' '< ; ' • •
-0.11
-0.14

2.M
-0.39 '

2.01
140

-8.60
156
0.47
0.96

*0.53
-0.94 LJ

0.88

Note that no "/V* term Is required In this first-order model since we are
using two sell of residuals whose sums are zero, and thus the line must
pass through the origin. (If we did put • /J, term in, we should find b, •> 0,
in any case.) For convenience the two sets of residuals used as data are
extracted from Tables 1.2 and 4.1 and are given in Table 4.2. A plot of
ihesc residuals is shown in Figure 4.2. —— : ———————————— ——— —

Using a result of Chapter 1,

Thus the equation of the fitted line Is

7
Z(Y,-

-*.<)'
.), frgn

208*523

Within the parentheses we can substitute for t and Jft as functions of *„
•nd the large caret on the left-hand side can then be attached to Y to
•~pr«cnt the overailTillcd value f - ?(Xt, XJ as follows:

I f - (13.6215 - 0.0798r,)J = 0.20l5[r, - (22.1685 - 0.0367*.))
«*

f - 9.1545 - 0.0724 r. + 0.201 SJT,.
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Figure 4.2

The previous result was
f - 9.1266 - 0.0124AT, + 0.2029*,.

In theory theM two results are identical; practically, as we can see, slight
discrepancies hnve occurred due (o rounding errors. Ignoring rounding
errors Tor the moment we shall show, geometrically, through a simple
example, why the two methods should provide us with identical results.
(The rest of this section could be omitted at first reading, if desired.)

Consider an example in which we have n •» 3 observations of the
response f, namely Y\, Ytt and f, taken at the three sets of conditions
(Xt,Zi), (Xt,Zt), (JkTt, Z}). We can plot in three dimensions on axes
labeled I, 2, and 3, with origin at 0,Hie points Ye(r,, Y,, YJ, XB
(Xt, Xt, A',), and Z • (Z,, Z», Z,). The geometrical interpretation or
regression is as follows. To regress Y on X we drop a perpendicular YP
onto OJf. The coordinates of the point P_aretheJittcd^aluc^f,,^,,,_?#__
Thc~lengirr<W>» is~the suni of squares due to the regression, OY* is the
total sum or squares, and YP* is the residual sum of squares. By
Pythagoras, OF1 + YP* - Of*, which provides the analysis of variance
breakup of the sums of squares (see Figure 4.3).

If we complete the parallelogram which has OY as diagonal and OP
•nd P Y as sides, we obtain the parallelogram OP' YP as shown, then the
coordinates of P' are the values of the residuals from the regression of
variable Y on variable X. In vector terms we could write

or + OP' m o C

. - .

Mfi.TIK f£ II J

FlpirtO

or, in "statistical" vector notation,

(Y - t) - Y.

This result is true in general Tor n dimensions. (TrU only reason we take
n = 3 is so we can provide a diagram J '. ,

Suppose we wish to regress variable Y on variable* X and Z simul-
taneously. The lines OX and 0Z define a plane in three dimensions. W«
drop a perpendicular YT onto this plane, Then the coordinates of (he
point Tare the fitted values P,, f,, f, Tor ir/i/J regression. Or* il the
regression sum of squares, YT* is the residual sum of squares, and OY*
is the total sum of squares. Again, by Pythagoras, OY* — OT* -f JT1

which, again, gives the sum of squares breakup we tee in the analysis of
variance table. Completion of the parallelogram OTYT with diagonal
OY and sides OT, TY provide? OT', the vector of residuals of thii
regression, and the coordinates of T give the residuals {(Yt — ft),
(J't - PI). (Y,- 7J) of the regression of Y on X and Z simultaneously.
Again, in vector notation, -—— 7

—» —* —» •(
OT + OF "OY

t

or, in "statistical" vector notation,

______________ -^--f-(.Y--J?)-* Y——- ——————————

for this regression (see Figure 4.4).
As we saw in the numerical example above, the same final residuals

»hould arise (ignoring rounding) if we do the regressions (I) Y on X. and

C
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(2) X on .V. ami thin reacts the residuals nf M) on the residuals of »;,
1 liiil (his is true can tor seen fcciuinrirk-ally ;is follows. I igurc -1.5 \h«««.'t
three parallelogram* in three dimensional space.
I . OF )'/' From Ihc regression of Y on .V,
2. OQ'ZQ from the regression of 2. on AC, and
3. OT' xrfrom the" regression of Y on X and Z simultaneously.
Now the regression of Ihc residuals of (I) onto the residuals of (2) is

~«hicvcd'b)Tdrojppinglhc perpend iculaFfrom f onto 0(?TSuppose the
point of impact is R. Then a line through O parallel to RP' and or length
HP' will be the residual vector of I lie two-step regression of Y on X and Z.
However, the points O, Q', Z, P, Q, X, and Fall lie in the plane tr defined
by OZ and OX. Thus so docs the point R. Since OP' YP is a parallelogram,
and P'R and IT are perpendicular to plane it, P'R «» YT in length. Since '
TYm or, it follows that O7*- Air'. But OT', RP', and TY are all
parallel and perpendicular to plane tr. Hence OTP'R is a parallelogram
from which it rollows that OT is the vector of residuals from the two-step
regression. Since it originally resulted from the regression of Y on Z and

- ^together the two methods must be equivalent. Thus we can see that the
planar regression of Y on X and Z together can be regarded as the
totality of successive llraight-line regressions of
1. Von AT,
2. Zon A; and : •
3. residuals of (1) ft) the residuals of (2).

'''»f-*v

Figure 4.5 T

The same result is obtained if the roles of Z and X ire interchanged. AH
linear regressions can be broken down into a series of simple regressions
in this way. (For an application, see page 180.)

4.2. Examining (he Regression Equation
• . »

How Vse/nl It the Equation, Y - t(X* Xt)t ;
' Utilizing the work given in Chapters I and 2, we shall now consider the-
equation obtained for f as a function of X, and X» We can calculate the
residuals, using the fitted equation and the observed (Mints. These residuals

O

o
Figure 4.4

are shown in-Table 4;3rThe regression analysis of variance is as follows:
ANOVA i

Source of
Variation

Total (uncorrected)

\ Tola! (corrected)

RrtiJual

Degrees of
Freedom

25
1

24
2

22

Sum of
Squares

2284.1102
2220.2944

63.8158
54.1871
9.6287

' Mean
Square

•

27.0938
0.4377

F

61.8999
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On the h:isis of tin x risk nfO.OS. the IcilM M|ii;ircs cqu;itioh
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1

P - 9.1266 - 0.0724 JT.+ 0.2029*.

is a good predictor; the calculated F« 61.8999 for regression is greater
than the tabulated F\2, 22, 0.9S) - 3.44.

.

Obs.
No.

1
. . . . : ' • - • . ' . 2

3
4
3
6
7
8
9

10
II
12
13
14
15
16
17
IB
19

, 20
21
22
23
24
25

A erapl

*•

35.3
29.7
30.8
58.8
61.4
71.3
74.4
76.7
7o:f
37.5
46.4
28.9
28.1
39.1
46.8
48.5
59.3
70.0
70.0
74.5
72.1
58.1
44.6
33.4
28.6

ll of the <

*•

20
20
23
20
21
21
I I
23
21
20
20
21
21
19
23
20
22
22
II
23
20
21
20
20
22

)bscrve<

Table 4.3

r
10.98
11.13
12.51
8.40
9.27
8.73
6.36
8.30
7.82
9.14
8.24

12.19
11.88
9.37

10.94
9.58

10.09
8.11
6.83
8.88
7.68
8.47
8.86

10.36
11.08

233.60
? - 9.424

i values of Y

f

10.63
11:03
11.56
8.93
8.94
8.43
5.97
8.24
8.27
9.02
9.82

11.29
11.35
10.15
10.40
9.67
9.30
8.52
6.29
8.40
7.96
9.18
9.96

10.77
11.52

E(y

ind the fitted

1?

II

' • ?
Residual | I id

0.35
-..'- -0.10,. -

0.95
-0.53

0.3J
0.30
0.39
0.26

-0.45
0.12

-1.58
0.90

' 0.53
-0.58

0.54
-0.09

0.79
-0.41

0.54
0.48

-0.28
-0.71
-1.10
-0.41
-0.44

, - f() » 0
--f,)"- 9.6412

t't is shown io
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Figure 4.6 Amount of steam used In • pltnt iby month.

What Has Been Accomplished by tht Addition of a
Second Independent Variable (Namely Xt)l :,

• There are several useful criteria which can be applied to answer this O
question, and we now discuss them. i

TUB SQUARB OF THE MULTIPLE CORHBtATHjN CbemciENT, #. the
square-of the multiple correlation coe(ncient-/r8-Is"definedTs (see Eq.

Rt H Sum oftqunres due to regreHfon | »f ;
Total (corrected) sum of squares ' •

l « l » often stated as a percentage, I00*«. The larger U is, the belter the
»"e! C?""on ^Plains the variation in the data. We can compare the

*=- 5- .. at each stage 01 the regression problem:
Figure 4.6. The graph indicates that the fitted model is a good preJki^*
of monlhly steam usage. However, has the .addition- of Xt .to jhe m
been usefult l -J ~ f' ^ -* 0

Regression equation IOOJT*
?- 13 6213 -0.0798 JT. 71.44%
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Repression equation
P -9. 1 266- 0.0724*, -f 0.2029 .V,

\00f<'
84.89%

Thus, we see a substantial increase in A?1. However, this statistic must be
used with caution, since one can always make R* = 1 ns described on
page 63. _ ___ __ ___ __ _ _ _
^n addiVioirglveirtnliUhe number of^bscrvationTis much grcatcnhaiT

the number of •potential X variables under consideration, the addition of
a hew variable will always increase R* but it will not necessarily increase
the precision of the estimate of the response. This is because the reduction in
the residual sum of squares may be less than the original residual mean
square. Since one degree of freedom is removed from the residual degrees

t » s 0.4377 - 0.66.
. '<•

Ibu*. tlie addition of AT, has decreased * and IhSprOted the precision ef
e\timntion. .

Till: STANDARD ERROR OP ESTIMATE 1, AS A PERCENTAGE OP THE MtAN
RISTONSE. Another way of looking at the decrease In t is. to consider
it in relation to the response. In our example, at Step I, t as a percentage
of mean F is

0.89/9.424- 9.44 %.

At Step 2, * as a percentage of mean 7 It

of freedom as well, the resulting mean square may gel larger. An example
of this can be seen in Appendix D (pp. 387, 395) which we have not yet
discussed. We can make the following comparison:

; Residual

Variables In Degrees
Regression Sum of of Mean

Page R* Model ' Squares Freedom Square

387 98.23 1,2.3 48.11 9 5.35
395 98.24 1,2,3,4 47.86 8 5.98
We see that although an extra variable has been included in the

regression model, the residual mean square has increased since the extra
variable produced a residual sum of squares reduction of48.ll — 47.86 «•
0.25 < 5.35 for the loss of one degree of freedom. The value of R1 h*]
increased slightly, however.

Tun STANDARD ERROR op ESTtMATP., *. The residual mean square *' Is
an estimate of «Vjr, lnc variance about the regression. Before and after

— adding a variable to the model, '-we can check — — -
t • Vrcsidual mean square.

Examination of tnli statistic indicates that the smaller it is the better
that is, the more precise will be the predictions. Since * can be wait
zero by including enough parameters in the model— just as R' can be
made unity ibis-criterion .must also be used cautiously. Provided theft
are few repeats and many degrees of freedom for error remaining,
reduction of* is desirable. In our example at Step 1,

, . V61926 -5.89^ L 2 \7 S 0

0.66/9.424 - 7.00&

Thus, the addition of X, has reduced the standard error of estimate doim
to about 7% of the mean response. Whether this level of precision is
satisfactory or not is a matter for the experimenter to decide, on the basis

— of his prior knowledge and personal feeling^. — 7 —— ——————— • ——— :;
TlIB SEQUENTIAL F-TEST CRITERION (SHOWING THE ADDITIONAL t»N- 'I

TRinUTION OP A', GIVEN THAT JT, IS ALREADY IH THE EQUATION). Thil
method of assessing the value of X, as a variable added to Y~f(XJ
consists in breaking down the sum of squares due to regression into two
parts as follows:

ANOVA

Source of Degrees of Sum of Mean
Variation Freedom Squares Square J*:

•Total (uncorrccted) 25 2284.1102
Mean (ft,) | 2220.2944

Total (corrected) 24 63.8158
Regression | ft, 2 54.1871 210936 61.8999

due to ft, I ft, || 45.5924 45.5924 104.1636
due to ft, | ft,. A, || 8.3947 1.5947 ,9.636l

ReJiduol 22 9.6287 0.4377

1 Since 19.5761 exceeds /XL22, 0.95) - 4.36, the addition of the variable
—— ̂ «-ha*-been-wor!hwhi!e.-This f-test is-us«a!!y called -Jhe-^sequential—

I '-««t" (see seclion 2.9).
THE PARTIAL F TEST CRITERION (see Section 2.9). Another way of

*"«Ming the value of Xt it lo consider the order of the two variables in

1) ^

O
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the Iciist *qu;irc« f»h>cctlure. For example. I he following questions could he
asked: • .
1. If we had put Jr*, into the equation first what would its contribution

have been?
2. Given thai Xi was used first, what conlribulion docs Xt make when

added to regression?
These questions are answered by performing the calculations shown above,
but in reverse order. The results are as follows:

- ' • • i
• )

ANOVA j

Source of Degrees of Sum of Mean
. - • - - - Variation Freedom . Squares Square F

Total (uncorrecled) 25 2284.1102 .
Mean (6.) 1 2220.2944

Total (corrected) 24 63.8158
Regression 1 6, 2 54.1871 27.0936 61.8999

— —————————— -due-to-ftf-l-Ai *-\ 18.3424 18.3424 41.9063
due to 6,16.,*! l| 35.8447 35.8447 81.8933

Residual 22 9.6287 0.4377

Note that the contribution of Xt above is more important than is its
contribution after Xt has been introduced. Note also that this is reflected
in the observed value of F for Xt in the two steps; that is,

Step-1 104.1636,
Step 2 81.8933.

However, Xt is siftl the more important variable in both cases, since its
contribution in reducing the residual sum of squares is the larger, regardless
of the order of introduction of the variables.

Standard Error of b,
Using the result given in Section 2.6, the variance-covariance matri*

ofbis(X'X)-'o».
Thus, variance of 6, • V(b,) •• r^o1, where e,, is the diagonal element

in (X'X)-1 corresponding to the fth variable.
The covariance of 6,, h, « c-,,01, where r(( is the off-diagonal clcmcs*

in (X'X)-' corresponding to the intersection of the fth row and f*
column, or/* row and ia column, since (X'X)'-1 (is j$mme|ric^ Q

— ̂ -Thus

Th

The1

nw
*

This
——— folio*

Thus
given

For
*,-
var

i

i

NIN(i Till. KIOftlMfatt i-QUATION tit
1 c-:.

f hu» the %.c. nf h, is n\ r,,. I' ;r example; uftng figures from pages 106
inJ 120 i lie cMinutcd standard error of bt is obtained as follows:

csl. var hi = .t*rw

• (0.4377)(0.l4620f X I(H)
- 0.639948 X 10-«. i : ,f

• .—— .——— ••^- '•'; • : ' • • - .
-est^s^^ft. a-Vvar fr, - V0.63W48-X^O-<-4b 0.008000.—— ——
Confidence LimitsJor the True M«0r1 fo/ue o/ fr,

Given o Specific Set of X't
The predicted value f - 6, + ft,*, + • • • -f dtjty It tn estimate of

The variance of f, V\b, 4- fr| JT| 4- • • • + b,Xt\ is
+ • • • 4- JW*,) + 2A-, cow

4-l^V.|X;covir(l^.,(
TMt expression can be written very conveniently in matrix notation as M

K(?)=o«(X,'CX.)

x,}
e,,

Thus, the 1 - a confidence limiti on the true irtHh falue of Y it X* ire
_• • ~

For example, the variance of f for the point In the JT space (r, - S2,
*i •• 22) is obtained as follow*: '!22) is obtained as follow*:

-xi(x.'cxe)
-(0.4377)(l,32,Ji)

2.778747 -O.CM242 -6.106098 "]
-0.011242 0.146207 X lQ-» 0.175467 X !(>-» 1

-0.106098 0.175467 x IO-» 0.478599 X IO-« 1
^ *J

fl"
32

_22_
• - (0.4)77X0.104140) - 0.045582.



'*' ...,.*. -.-......, ^ . . . . . .

122 TWO iNDllh-NDCNT VAttlABt I S

The 95'; confidence limits on, ihe true mean value of Y at .V, - 3;.
Xt •» 22 arc given by

? ± f(22,0.975) -Wx.'CX, - I I.27J6 ± (2.074)(0.213499)
- 11.2736 ±0.4418

1 . ' • . - • * 10.8318, 11.7134

These limits arc Interpreted as follows. Suppose repeated samples of Ts
are taken of the sitmc size each lime and at the same fixed values of
(Xt,Xt) as were used to determine the fitted equation obtained above.
Then of all the 95% confidence intervals constructed for Ihe mean value
of *'J9L'*'» —J|2v*« *• 22, 95% of these intervals will contain Ihe true
mean value of Y it JT, - 32, X9 - 22. From a practical point of view
we can say that there is a 0.95 probability that the statement, the true mean
value of rat X, = 32, Xt » 22 lies between 10.8318 and 11.7154, incorrect.

Confidence Umtttfor the Mean off, Obtervationt Given
' ____ a Specific Set ofX's_______

These limits are calculated Tram

For example, ihe 95% confidence limits Tor an individual observation Tor
the point CT, « 32, JT, *• 22) are

f ± 1(22, 0.975) »Wl. + X,'CX.

- 11.2736 db (2.074X0.661 589)Vl +0.10413981
- .11.2736 ± (2.074)(0.661 589)(l. 050781)
-1 1.2736 ±1.4418
-9.8318,12.7154

~~ ".' 'tExamlntng Ihe RetTduali•(>• • '
The residuals shb%n in Table 4.3, page 1 16, could be examined to tee

if they provide any indication that the model is inadequate. We leave this
as an exercise except for the following comments:
1. Residual versus t (Figure 4.7). No unusual behavior is indicated by
- -ihis-ploi. ————————————— : — - ————————————— : ————
2. Residual versus Y (Figure 4.8). There is some evidence that the larger

observed values were underprcdicted by the model; that is, six out of
seven largest, values of Khave positive resfdua^s.(Tljii mean* jhaj-j!«
model shouU be amended to provide better prediction at highcY»f"3

t.XAMIMSO TMF. Rf.GIUiSfbM tQlMTION 113
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Figure 4.7 Residual versus Y.
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Figure 4.S Residual versus Y.
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levels. Although we do not follow up this point here. adJition.il efTrrt
would normally be made'to lind one or more independent variable*
which might be added to the model.

3. The runs lest, indicates no evidence or time dependent nonrandomness.

ili' "•'''•
t»« !!»••< **'••» ;i«nt«(t%cxts«>ror>xr\jiionfiMlnrit«ariabl<^i
> i.-.,J the rtufriM.in pJane of., on »' and / - thai it. Iht linear i
cf > *nd / tint bcsl predicts the »aluc of X »hen only Y and Zare tî en.
By constructing an analysis of variance table for JT, or otherwise: test
whether it is advantageous \» include both Y and * in the prediction formula.

X Y t
EXERCISES .

A. Multiple Rtfrtuton Problem
Data

X, Xt X, Y

1 8 6
: 4 - 2 -8-

9 - g |
II -10 0
3 6 5
8 -6 3
3 0 2

1 0 - 1 2 - 4
2 4 1 0
7 -2 -3
< -4 5

RttfHtitmentt
1. Using least square* procedure!, estimate the |J's In the model:

K^M»+ft*itMi+«
(Hint: Use the normal equations for ease of compulation.)
2. Write out the Analysis of Variance table.
3. Using « - O.OS, test to determine if the overall regression if statistically

significant.
4. Calculate the (quire of the multiple correlation coefficient, namely K\

What portion of the total variation is explained by the two variables?
5. The Inverse of the X'X matrix for this problem is as follows:

' 4.3705 -0.8-193 -0.4086'
_nl40< (11690 00822

;ti;-

Using the results c
calculate the follow
a. Variance of A,,
b. Variance of r>t.

.-0.4086 0.0822 0.0422.
if the Analysis of Variance table with this matrix,
ing:

K» nrMticlMt vnlne of Y for ihe nnlnl Y. •• -3. Xt • '•
6. How useful is the regression using Xl alone? What does Xt contribute

given that X\ is already in the regression?
7. How useful Is the regression using Xt alone? What does Xt contribute

\ e i v e n that X, is already in the regression;? f i y {-, f f\
8. \VhalareyourconcUisions? u b I- 6 17 b U

' .32 98 . . .:77.' '. !•' ••'' '
•41 . 76 '139 ; ' • i ' ft " i
.16 38 " 179 i m- i- ;

• ' . .45 94; •• ..93 .. • ••• f;.. . ' •
•24 .73. . -|42 " . . . ' . . . ' • : i , ,

S""S- '!!: fe
• v - - - - v -. - -• •- ;38- - -J|- - v|rjO-:: " ' " • . - ,$H/- - ~

': ' • - ' • .37. .'79 ' • |23 •;;• ,'.''. ••jit ,
• • • -36 92 w-t , ::•:•:• if •' :

1.40 92 99 S*i
1.03- • ., 34 190 •;. . .. ^ );(•:

tntiiiimitm— **• • - * - ' • l/aa*»i. :-ii: •i \t»Bl™wWBjir UlptOrlmt trVHf '•»& '• •• • '•

C The data below are selected ftom a mttch'Ja^e? body of data rCftrtmt b P
candidates for the General Certificate of Education who were being con- M
sidcrcd for a special award. Hert, Y denotes the candidate's total mark, out I
of 1000, in the G.C.E. examination. Of this mark (he subjects selected by the V
canihdate account for a maximum of 800; the remainder, with a maximum M
2f 7^..a ' ,h.e mark ln 'he compulsory paper»-"General" and "Use of | :
English -this mark is shown as *,. Af, denolei the candidate's mark, out F
of 100, in the compulsory School Certificate English Language paper taken 'r
on a previous occasion. • . . . » » i~r

Compute the multiple regression ot roftjr.amlll̂ ilid make thenec*««V
tests to enable you to comment Intelligently on the extent to which current ^
performance in the compulsory bapcrs may be used to predict atnelate -LJ
performance in the G.C.E. examination, and on whether previous wfrform- ' ̂
ancc in School (Certificate English Language has any predictive value
ndependently of what has already emerged from the current performance in

tne compulsory papers.

Candidate Y JT, J^ Candidate f Jft ^

1 476 III «8 9 64$ j|7 39
J ™ 92 46 10 336 94 97
\ MO 90 50 II 634 130 37
4 551 107 59 12 637 118 J|
3 375 98 50 -1-3 390 9! 44
6 698 130 66 14 562 118 61
7 54$ 118 54 15 560 109 66

{ 8 374 110 51

; (Cambridgt Diploma, 1933)
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»« <Jjw m T»Mt 2 v«m%i\i of the ia»- »cotc\ fv» trm n«*tuit
lo «eh of ine four experimental conditions Apply prwtJure (ft). »ith the

correction for tin ji»en by (7).
2. Show directly, or Ittumaic b> meant of »n example, that the maximum value of // i«

#•«• • {•vi-i*'*.i*i>j/(«vt|V+ ")• For *hal wnk «
achieved?

lhij maximum

and <3(a, 6) - 1 if i < 6,0 Otherwise. TMt Is, Uw I* the number of sample u
before sample v precedences.

2. Let 4 »., t
J *• 2 tf *. - 2 i V., (10)

be the sum of the** k(k - 1)/2 Mann-Whltney counts.
3. At the « level of significance,

reject //» If / 2ty(«, <c, (i|,...»"»))•
accept //• if / <>(«, k, (n,,.... n»)),

where the constant /(«, k, («„....«»)), which satisfies the equation
/•{/ £/(«i *. («n • • • • »a») " «• '* obtained from Table A.8.

Large Sample Approximation. Set ;"

• (12)t'*

When //« is true, the statistic J* has an asymptotic~{min~(;ti777T7ni)
tending to infinity] N(Q, I) distribution. The approximate a-lcvcl test is

• reject II, Sf J* ^ S(.».
i accept //, if /• < *,.). (13)

I -

* .

2. A DlST«»lDUHdN-FREE TEST FOR ORDERED ALTERNATIVES
(JONCKHEERE, TERI'STRA)

Procedure. To test //, (2) against alternatives (see Comment 9) of the
form

' * • />.:*,£>.$•••£*.. ( 8 )
where at least one of the Inequalities is strict,

I. Compute *(* - l)/2 Mann-Whitney counts l/0, u < P, where

*r.) (9)

Rcr-Uce -I'll, M i»» 4*1.7. A) - I if tfhfc*. | If 0 - fc. 0 ciVVer%i*e,
w thj t for c.ich rrr*ccn sample ceinp.tmon *h«rt there it a tie. the eonttibu- : ;
l iunin ihc Mann-SVhitricy count *i1l be I. . l|:

Example 2. Hundal (I960) described a st&y designed to asletl the
puccly motivation.-.! cITccts of knowledge of performance In • repetitive j
industrial task. The task was 10 grind a mctnllit piece to a specified site and ,

ishapc.-llightcen_malcjworkcrs were divided.fandomly into three e,roupj> _i
The subjects in the control group A received no information about their* • f
output, subjects in group D Were given a rough ejlirratc of their output* ,.
and subjects in group C were given accurate Information about their output
and could check it further by referring to a figure that was placed before them.

.The basic data in Table 3 consist of the Humbert of pieces processed by
subject in the experimental period.

We apply Jonckhccre'S test with the notiOri that a deviation from ft* ft
likely to be in the direction of increased output with increased degree cf
knowledge of performance. • .

From (9) we obtain . • .
—_______^y_rn_-2__f/— a "* *' ''Jr,———Cfir«"-W.-9i\——W|»«»-ZO.-3j—————————

and from (10) we have .
/-22 4-30.5 4 26.5 & 79. '

From Table A.8 we find /(.0231,3, (6,6,6)) - 79 and thus tisteg
cedure (11) the lowest level at which we can reject H, (2) is .0231. Now let us
apply the targe sample approximation and compare it with the exact test
From (12) we compute . .

9 - (01(18)* - (61 46' + 6̂ 1) ̂  2S ̂  Ql

{[(I8)*(39) - W(\$)]in)in ""12.37** ' £}
Tabtt 3. Number of pic,

Pr.i(_

I*

Control^
(no information)

! 40(5.3)*
• " (1)
j • ' 38(2.5)
1 ' 43 (10.5)

44(13)
41 (8)

1 ( Sourer. P. S. Hundal
1 1 * Although we do

: Jonckhccre'i tlalijiic.

Group D _ Croup C
(rough information) (letunte informtlloo)

38 (2.S)
40 (5.5)
47(17)
44 (13)
40 (5.5)
42(9)

48 (18)
40 (5.5)
45 (IJ)
43 (10.5)
46 (16)
«4 (U)

(1969).
not need lo perform the joint ranking to compute
we give these rankt here for later UK io Section 30.
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Sole th.it (MI and (u*l may k- \ie*ed a\ tmVumt except that we
interclcmycd the roles of treatment* I and II. The / value for (o) is
found to he / « 12. whcrc:ts f<<r («•) we tuft/* 8. (The statistic // (fy
takes on the same value. 4.57. for (a) and (a*).] Without resorting tocomplett
enumeration, we can check a value in Table A.I as follows. Configuration fj0
will yield the largest possible value of/, namely* / * 12, and no other eof^j
figuration will yield a value that large. Thus /*,(/£ 12! •> /',(/« 12} <•!

II TTwhich agrees witrTthc appropriaTel!lurjrih7Tablc7V75^
12. Table A.S gives critical values for «, <J M, <£ it, situations,

critical points for («„•»,, /;,) configurations not In this order can be Obtaiftjj^
by simply putting the three sample sizes in increasing order and then entering
Table A.8. (This is a consequence of certain symmetry properties of'1"
distribution ofV.) Thus, for example, to find critical values for the <
«i "• 4, M, — 6, n, t. 2, enter Table A.S at rr, • 2, n, — 4, /?, •» 6. ' <$

13. For k - 2, the procedure defined by (II) reduces to the onMidcd
Mann-Whitney-Wilcoxon test (Section 4.1).

^ . • . *':

Properties
-Ir-GonsistencyrThe condition i1. v-wiisisicney;mewinaiiionn|//T icnoi^O^VV ^^^^"ITy •"l^rrTiHJ"—A\

is sufficient to insure that the test defined by (11) is consistent against t&t |
//. (8) alternatives. For a more general consistency statement, see Terpstttt •'
(1952).

2. Efficiency: See Purl (1965) and Section 5. ' ;j.

REFERENCES. Tlic lest based on the / statistic Wai proposed by ferpsm
(1952) and independently by Jonckhcere (1954a). The first generalization of
the Mann-Whitncy-Wilcoxon two-sample test, with ordered alternatives M
mind, was given by Whitncy (1951). Whitney treated the case Jit* 3, arid
his procedures are not equivalent to the / test when the latter is Specialized'' f
to k — 3. Chacko (1963) proposed a rank analog of a normal theory ordered"
alternatives test developed by Bartholomew (I959a, 195%, 1961a, I96lb).
Puri (1965) generalized Jonckheerc's test to a class of tests including a aornyll
scores-analog of the 3 test.' Further generalizations were gi7en~by TryOU
and Hettmanspergcr (1971). For a different approach to the utilization of
partial prior information, see Abelson and Tukey (1963).

PROBLEMS

3. Apply Jonckheere's test lo the data of Table 2 using ih* postulated ordering r, •

I. The tutiitic/un be computed either from («r) the Joint ranking of Mff «JJL»'
«rv»iioM or from (6) i(* - I)/: "iw^umplc" ranlinp. fcipbin.«*»«v»iiont

122 |; till IIM-WAt

llcr.ie. u%inp the ttppf«»iim.tt« pr«s.eJure (I.'I. the UmrU level at which »r
reject //„ i\ 1017. '11)11%, f«ir the t.iNk\v>iMdcrcil h\ lluiul.il. both the c\Jil
test and ihtf lar<;c wimple ilppro\!ni:itii«n indicuto strong evidence of increased
output with increase in degree of knuwlcd^e of performance.

Comment ., .
9. In addition to defies df knowledge of pcrform.fnce. other examples

of ordered treatments are quality of nuilcrinls. umotint of practice. Intensity
of a stimulus, and temperature. Jcnckhccrc's test should be preferred to the
Kruskal-\»a!lis lest (Section i) when the treatments arc ordered and the
experimenter expects a deviation from //*, to be in a particular direction.
(If the direction expected is not the natural ordering T, £ T, £ • • • ̂  rk of
//.. simply rcbbcl the treatments so that the postulated order agrees with the
natural order used here.) Note that the Kruskal-Wallis statistic docs not
utilize the partial prior information in t postulated alternative ordering.
The statistic // (4) lakes on the same value for all possible (k\) labeling: of
the treatments.

10. Consider / (10) ami note that the term £*<. t/., takes the postulated
ordering into account. Consider, for simplicity, the case A: « 3. Then
2t<. I/., - I/it + t/i» 4? C/M, and if T,.< T, < T,, (/„ would tend to be
larger than n,n,/2 (its null expectation); Ult would tend (o be larger than
».»,/2; (/» would tend to be larger than n^Jl and, consequently, /•»
CM + ^ 11 •*• ̂ »» would tend to be larger than its null expectation
(ii«i 4 n,»i, 4 "s»3)/2 m \\N* — (rt|* 4 «8f 4 «J

l))/4)..This serves as partial
motivation for the / test.

11. A little thought will convince the reader that / can be computed from
the joint ranking of all ft » Jf»i«/ observations. That is, although we do
not need lo perform this joint ranking in order to compute/.given the ranking
we can, without knowledge of the actual X,, values, retrieve the value of/.
Thus one way to obtain the null distribution of/ is to follow the method of
Comment 5; namely, use the fact that under //, (2) all /Vl/CTT'-t"/')rank

assignments are equally likely, and compute the associated value of / for
each-possib!e-ranking;-Consider how-this-would-work-in-thc-small-samplc-
size case of k •» 3, «, •* n, «• «» — 2, which was used in Comment 5. We
can easily calculate the value of/ for each of the 15 rank configurations dis-
played in Comment 5. However, we cannot eliminate the calculations corre-
sponding to the other 75 rank configurations (as we were able to do in the
case of the Krusksl-Wallis // statistic), since / docs depend on the particular
numbering-of-Jhe-.re-tmentsr-For-esarnple^eonsider rank-configurations
(c)and(a'): (fl) l n m (0>) 1 11 III

1 3 5 3 1 5
' 2 4 6 4 2 6 .
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EDITORS' PREFACE
THE increasing specialisation in biological utqiff?
has made it impossible For anjr one author to deal
adequately wich current advances in knowleofe.. , It
has become a matter of considerable difficulty fOr •
research student to gain a correct idea of the present
state of knowledge of • subject in which he himself is
interested. To meet this situation the text-book h
being supplemented by th« monograph.

~ The aim of the presenfieries is to provide itttrwrl-
tative accounts of what has been done in some of tht
diverse branches of biological investigation, And At
the same time to give to those who have contributed
notably to the development of a particular field of
inquiry an opportunity of presenting the results of

_ _ _ _ , - - t e n e
journals, in a more extended form, showing, their
relation to what has already been done and 'to
problems that remain to be solved. .;.

The present generation is witnessing " a return tit
the practice of older days when animal physMofy
was not yet. divorced from morphology." Con-
spicuous pi ogress is now being seen in the field of
general physiology, of experimental biology, and hi
the application of biological principles to economic
problems. Often the analysis of large masses of
data by statistical methods is necessary, and the
biological worker is continually encountering advanced
statistical problems the adequate solutions of which•
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TABLE >i

'.Hi1.

M $<•-*>• .
i* KU-.J)* .

101 |-ll
•*>»!
«9*

lit*
Mi-tO
•N

104 -It
101-11

I}**
«»•»•
»9J

toll
$o»»

4'ft••M

It will be seen that the true formula for the vtftiinee
gives slightly the belter agreement.—That tli« (InTer--
ence is not significant may be seen from the last twd
columns. About 6000 observations would be needed
to discriminate experimentally, with any certainty,
between the two formulc. . • .

. ' _' •-'',. ;
, it-i. The ComWnaUot) tt ProoaWUtfes frool ^

Tests ei tttBlficince '• }
When • number of quite independent tern of

significance have been made, it sometimes happens
that although few or none can be claimed individually
as significant, yet the aggregate gives an impression
that the probabilities are on the whole lower than
would often have been obtained by chance. It is
sometimes desired, taking account only of these
probabilities, and not of the detailed composition of
the data from which they are derived, which may b«
of very different kinds, W obtain a single test of the
significance of the aggregate, based on the product
of the probabilities individually observed. (

The circumstance that the sum of a number of
values of x* is itself distributed in the x* distribution
with the appropriate number of degrees of freedom,
may be made the basis of such a test. For in the
particular case when n •• », the natural logarithm of
the probability is equal to — |x*> If therefore we take

r

l »

*t itATlSIJCAI. METHODS | J » i ° J
approximate one, though validly applicable in an
immense range of Important cases. For other case*
where the observations are measurements, instead of
frequencies, it provides exact tests of significance.
Of these lh« two most important are:—

(i) it* •** to test whether a sample from a
normal distribution confirms or contra-
dicts the variance which this distribution
is expected on' theoretical grounds to
have, and

(ii) its toe in combining the indications drawn
from a number of independent tests of
significance.

En. 14. jAgrttmt*! will ixfttMion of normal
*. — If *„ *i, . . . . are a sample of a normal

population, the standard deviation of which population
is •. then . ,

is distributed fcTrindom samples as ITx*ruking n
one less than the number in the sample. J. W. Dispham
gives three series of experimental values of the partial
correlation eoefficiem, «»ch based on thirty observa-
lions of the values of three variates, which he assumes
should be distributed so that i/«r*-J9, but which
properly should have i/r'-o8. The values of Sf>-Jf)«
for the three samples of tooo, aoo, 100 respectively
are, as judged from the grouped data,

J!-«»79. 7-457J. J'6'46,
whence the values of x* on the two theories are those
given in Table »i.



-••ft;.

too STATISTICAL METHODS |{ii-i

the natural logarithm of a probability, change its sign
and double it, we have the equivalent value of ** fur
* degrees of freedom. Any number of such values
may be added together, to give a coni|K>*ite test,
using the Table of g* to examine the significance of
the result.

Ex. 14*1. Sigiiifitanft of tht product of a nunt&tr of
imttfmdtnt probabilitits.—Three testsjp^significance
have yielded the probabilities -145, '263, -o87TTcsT~
whether the aggregate of these three tests should be
regarded as significant. We have

Dtftmof-1-a.r
•Ml
•rtj

1-4419

j?; »••• 11-4170 ' .

For 6 degree* of freedom we have found a value
It*4l7 for «*. The s per cent, value is 11-591 while
lhtrio per cent, value is-ioHJ45._The_proba_bilityj>f_
the aggregate of the three tests occurring by chance
therefore exceeds -05, and is not far from -075.

In applying' this method it will be noticed that we
require to know from the individual tests not only
whether they are or are not individually significant,
but also, to two or three figure accuracy, what are the
actual probabilities indicated. For this purpose it is
convenient and sufficiently accurate for most purposes
to interpolate in the table given (Table 1 1 1), using the
logarithms of the values of P shown. Either natural
or common logarithms may equally be employed. We
may exemplify the process by applying it to find the
probability of x* exceeding 11-417, when n — 6.

f» t | GOODNESS OF FIT, - loi
Our value of jr» exceed* the 10 per1 cm. jtolm by

•771, while the j per cent, point exceed* ihe to per
cent, point by 1-947 ; the fraction ;

" •*"• ' '' V:

The difference between tml common foflrittlm of 3
and of to is -3010, which multiplied by 'JCtf give* -tig ;
the negative logarithm of the required probability is

~thuTf6Wd~to~be~riI9rand the probability to be-'o76.-
For comparison, the value calculated by exict methods
is -07631.

as. Partttfea of j* Inb Its .
Just as values of x1 may be aggregated tofMner to

'make a more comprehensive lestrso in soriM cases it i»
possible to separate the contributions IO..X1 made by
the individual degrees of freedom, and to to test the
separate components of a discrepancy. •, ;

Ex. 15. Portitio* <tf eottrotd linrjftmito from
MtnJtlian txftttatiom.—Tbt table on p. to* (de
Winton and Oateson's data) gives the diwribtttion of

"sixleeiTfamilieTof Primula in the eighTctesses obtained
from a back-cross with the triple recessiv*.

The theoretical expectation is that ih« tigftt classes
should appear in equal numbers, corresponding to the
hypothesis thai m each factor the allelomorphs occur
with equal frequency, and that the thre* factors are
unlinked. This expectation is fairly realised in the
totals of. the sixteen families, but tht individual
families are somewhat irregular. The value* of j*
obtained by comparing each family with expectation
are given in the lowest line. These values each
correspond to 7 degrees of freedom, and it Appears that
in 6 cases out of 16, P is less than -I, and of these
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120 till iiM'toftV'tftturt
tirujurmp prtvetlotft l»ne *f the major »»f«jMe* «>f ihe «t««i« *.i< iVii of "pv.Ni..
il*rjpruncai»J«tH«" 1 lieKaoMiLiU in TaMe2tinnitt of ilie rjw«coio fi-r thu UKj«c-te
according lo each of the four experimental condition*. Apply procedure (ft). »iih tKe
correction for tin (Htfi by (7).

2. Show directly, of Wustrate by means of an example, thai the maximum value of // it
. . ... ......... ^j rw. %haj wnk eonrjBuraljonf it ihis maximum

1 A DISTRIBUTlON-frttEE TEST FOR ORDERED ALTERNATIVES
(JONCKIIEEKE, TERI*STRA)

Protedore. To test Ht (2) against alternatives (see Comment 9) of the
form ~ ; . • ' - . . . . - . ..: .

• - . " . • . W.tr.^r.^-'^T,, ( 8 )
where at least orrt of the inequalities Is strict,

1. Compute kQc — |)/2 Mann-Whltney counts (/̂ , u<v, where

i-ir-i
and *}(a, o) - 1 If tf < A, 6 otherwise. That Is, t/., is the number of sample u
before sample P precedences. .;

2. Let
V-2t/w-"2 2 v«
. •<? '•.! «-••»!

be the sum of these k(k - l)/2 Mann-Whitney counts.
3. At the a level of significance,

reject//. If S2:X**Mni>•••"*))•
accept //, if / < J(«, *, (",, • • •,"»)).

where the constant /(«, AT, (n,,...,

(10)

(ID

Large Sample Approximation. Set

i, which satisfies the equation
A.8.

(12)k 1 / I1'1

±3^5ni(2nil3)i/72l,u ————————»-«————————--H__.!_ . .__•__
When //. is true, the statistic /• has an asymptotic [min (n,,...,«»)

tending to infinity] /V(0,1) distribution. The approximate a-level test is
; reject //. If J* ^ «,.j? £ I ?_. \J

" —— l accept//. If ^•<t,.,.

lin. Rcf-laic ''"• *' '*.* •** '" *' w ' lf ";'*£ ̂ « I ^ * " *• ® Olhen»l««.
to that for cjvh between wniplc comp.iriMtn where there it a tie. the eontiibu-
lion to the Mann-Whitney count will be |. .

Example 2. Hundal (1969; described * ilitfy designed t* Isiess the
puicly motivational effects of knowledge of performance in i repetitive
industrial task. The task was to grind a metallic piece to a specified size and

The subjects in the control group A receive^ no information about their
output, subjects in group D were given a rough estirrate of their output,
and subjects in group C were given accurate Information about their output
and could check it further by referring lo a figure that was placed before them.
The basic data in table 3 consist of the numbers of pieces processed by ^
subject in the experimental period. . 1|1:- .

We apply Jonckhccre's test with the nottoh tltt • deviation from Hf* is
likely to be in the direction of increased output with increased degree of
knowledge of performance.

From (9) we obtain '•. ..

and from (10) we have . |
; - 22 + 30.5 + 26.i » 79.

From Table A.8 we find /(.0231,3, (6,6, ft)) * 79 and thus Using
cedure (11) the lowest level at which we can reject //, (2) is .0231. Now let us
apply the large sample approximation and compare it with the exact test.
From (12) we compute .

25
{K18)«(39) - 3(6)'(l5)J/72}t/l^ " 12.37

Tabtt $. Number of plettt ptoctntd

-102. !i
Of?,

Control' Groiip-D- — Group C
(no Jnformatlon) (rough information) (tccurale inrormatlon)

' £ ^fc' ' ',

40 (5.3)«
33 (1)
31 (2.5)
4] (10.3)

4MB)

3« (J.5)
40 (3.3)
47 (17)
44 (IJ)
40-IJ.3)-
42(9)

41 (18)
• .* 40 (3.3)

43(13)
4} (10.5)
46 (16)
44 (IJ)

Soartf. P. S. Hundal (1969).
• Although we do not need to perform iht Joint tanking Ir

Jonckhccre's statistic, we give these ranks here for later use in Sec.
iiputt
.36.
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llenif. usint the appro»im.ii«r pri*<4»re ll.'f. ihe !•»««•
reject Iff i* HJJ?. I hus, f«ii I IK l.nt> considered h\ llmul.il. Kith Hie exact
lest mid llic large vuiiple approMinulMit imlivnic Mronc evidence of ihuc;ised
output \\iih increase in degree of knowledge of performance.

Comments >

of ordered treatments nre quality of materials, amount of practice, intensity
of n stimulus, and temperature. Jonckhccre's test should be preferred lo the
Kruskal-Wnllis lest (Section I) when the treatments ore ordered and the
experimenter expects a deviation from //, lo be in a particular direction.
(Iflhc direction expected is not the natural ordering r, £ iy ^ • vv.£ T, of
//., simply relabel the treatments so that Ihe postulated order agrees with the
natural order used here.) Note that the Kniskal-Wallis statistic does not
utilize Ihe partial prior information in • postulated alternative ordering.
The statistic // (4) takes on the same value for all possible (k!) labelings of
the treatments.

10. ConsidcT/ (IO)1ltfdTtote l̂hat thl temrJt̂ C/srtakes the postulated-
ordering into account. Consider, for simplicity, the case fc = 3. Then

to be
larger than n,n,/2 (its null expectation); (/,, would tend to tic larger than
n,n,f2; (/„ would tend to be larger than njijl and, consequently, / =
(/,, + (/,, -f Ua would tend to be larger than its null expectation
(«!»! -f «!«» + njH,)/2 - (I/V1 - («i» + n,» + n,s)l/4). This serves as partial
motivation for the / test.

11. A little thought will convince the reader that /can be computed from
the joint ranking of all N « £*., n, observations. That is, although we do
not need to perform this joint ranking in order to compute/, given the ranking
we can, without knowledge of the actual AT,, values, retrieve the value of/.
Thus one way to obtain the null distribution of/ is to follow the method of
Comment 5; namely, use theJactAh l̂!«Ldjcr_//,_(2M|I-NV(T1*^> "<') ran'c
assignments are equally likely, and compute the associated value of7 for
each possible ranking. Consider how this would work in Ihe small sample
site case of k •• 3, n, •• n, *» n, •• 2, which was used in Comment 5. We
can easily calculate the value of/ for each of the 15 rank configurations dis-
played in Comment 5. However, we cannot eliminate the calculations corre-
sponding -to-the-other_7.S-rank confieurations (as we were able to do in the

9 V
_

case of the Kruskal-Wallis H statistic), since/docs depend on the paTlicuIar
numbering of the treatments. For example, consider rank configurations
(o^nd («•): ; (0) in 1,1

• .
At.tlMNAItMI ItSl •h : •*

St'ic ih.r. f<it and let* I may I „• xicwed lit-fte %ttrm) except thai we nlta
intcKtianml the r«»le< of treatment* I and ll, 'Inti/ value f<»t:(o) il rciltify
found to'hc J - 12. whereas for in*) we hJife / * 8. (The4 statistic //jit*)
lakes on the uime vtilue, 4.57, for (o) and (u*).] Without rciortlrij to COtnpKtt
enumeration, we can check a value in Table A.8 as follows. Configuration (a)
will yield the largest possible value of/, namely*/ •• 12, and no other C6n-
figuration will~yicld a valu^lhl«t~largerThtHr/'f{/^M] m-pgty*«-|2)-t»-
V« " .0111, which agrees with l^e appropriate entry in Table A.8. ^

12. Table A.8 gives critical values for ny£ n, <J n, situations. ttowfWk,
critical points for (»„ nt, n,) configurations not in this order can be obtained
by simply putting the three sample sizes in increasing order and then entetjtat
Table A.8: (This is a consequence of certain symmetry properties of ̂ J
distribution of /.) Thus, for example, to find critical values Tot the case
n, a 4, ft, t» 6, n, M 2, enter Table A.8 at n, •• 2, n, — 4, n, • 6,

13. For AT = 2. the procedure defined by (II) reduces to the
Mann-Whitney-Wilcoxon test (Section 4.1).

'Properties: T
1. Consistency: The condition n,/tf lends 16 ,̂0 < A, < I,/* t».i>t|fc»l;

Is sufficient to insure that the test defined by (II) is consistent againit the
//. (8) alternatives. For a more general consistency statement, see Terpstra
(1952).

2. Efficiency: See Purl (1965) and Section 3.

REFERENCES. The test based on the / statistic was proposed of Terpitri
(1952) and independently by Jonckhccre (1954a). The first generalization of
the Mann-Whitney-Wilcoxon two-sample test, with ordered alternatives in
mind, was given by Whitney (1951). Whitney treated the case,k •» 3, jprrd
his procedures are not equivalent to the / test when the latter hi Ipecias^
lo k •» 3. Chacko (1963) proposed a rank analog of a normal theory ordered
alternatives test developed by Bartholomew (1959a, I959b, I96la, I961b).
Puri (1965) generalized Jonckhee re's test ton class of tests including a normal
scores analog of the / lest. Further generalizations were given by Tryon
and Hettmansperger (1971). For a different approach to the utilization of
partial prior information, see Abelson and Tukey (1963).

j.f.

PROBLEMS

). Apply Jonckhcere'i tesl lo the data of Table 2 using Ihe postulated articling
»,<»,< rt.

4. The Mitink / can be computed cither from («) Ihe joint ranking H ff • ^*
etne>*tiont oc from (6) t(k - |),'2 "iwo-wmple" ranking*. Explain.


